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PLASMA PRODUCTION BY KINETIC IMPACT

Abstract

High speed photographic and time~resolved spectrographic observa-
tions have been made of the head-on collision of two hypervelocity copper s
jets formed from metal-lined explosive charges. Streak camera records
show that the jets are moving at about 8 mm/ysec, or equivalently, with
a kinetic energy of 21 ev/atom. Framing camera observations of the
collision in air and in a low pressure helliun atmosphere indicate that
a region of Intense luminosity is created about the point of Impsct.
Time~integrateu spectrograph records show that the composition of the
collision light over the visible region is that of a continuum with
superposed copper spectral lines., A time-resolved spectral record in the
4400-5300A region of a collision in hellum shows that an intense contine
uum first appears for about 5 ysec. The continuun intensity then
decreases and a copper emission line spectrum emerges, consisting of
both neutral and first-ionized copper lines. The ionized copper lines
originate from energy levels that are about 25 ev above the neutral atom
ground state.

Several neutral copper lines are shown to possess combined instru-
mentation and resonance-broadened profiles, Estimates of the neutral

copper atom density in the jet collision plasma are derived from line

LN LA At Wi, Yt

halfwidth measurements resulting from theoretical profile fits to the

observed line shapes. Neutral atom densities are of the order of

SR PUNL RN T

4 x 10‘9 cm-3. An intermolecular electric field created by copper ions

and electrons In the plasma result in a Stark shift of the observed

Cul 4531 line. The copper ion densities determined from measured




wavelength shifts of this line are about 4 x fﬁ'? cm'3.

Oscillator strengths for two neutral copper transitions observed in
the time-resclved spectrum are also determined. A comparison of the
resonance-broadened halfwidths for the Cul 4525 and 4643 lines with that
of the Cul 465! line whose oscillator strength is known results in an
estimate of the f-numbers for these transitions.

Conclusions derived from existing theoretical models of hyper~
velocity impact are found to be in good agreement with the observations
and detailed measurements obtained from these experiments. Applications

of this work to oth.r areas of interest are indicated,

Benjamin J. Pernick, Author

Stephen J, Lukasik, Thesis Advisor
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Part | Experimental Techniques and Gross Observations

The primary objective of this work Is to investigate the possi-
biltity of plasma production by the direct collision of two high velocity
high density metallic jets. TYhis appears feasible on a simple energetic
basis since the kinetic energy per atom in a jet is well in excess of the
energy required to ionize the atom. The velocity of the jets used here
corresponds to a kinetic energy of 21 ev/atom whereas the energy required
to vaporize and ionize an atom from the jet material is of the order of
10 ev. Conversion to thermal energy of this directed kinetic energy upon
collision was expectad to result in excitation and ionization of the jet
material. Primary reliance has been placed on the use of the time-
resolved spectrum of the impact light as a diagnostic aid to determine

the nature of the collision process.

1.1 introduction

Recent experiments concerned with the impact of explosively driven,
high speed metallic projectiles and targets have indicated that charged
particles along with vaporized neutral atoms of the projectiie and target
materials are produced upon collision. Qualitative observations of the
projectile-target impact by Clark, et al (1959) and Cook and Keyes (1959)
have indicated that an intense luminosity is generated upon collision.
Experiments by Allen, et al (1959) and Grow, et al (1960) have shown that
spectral line radiation characteristic of neutral atome of the projectile
and target materials was generated by the impact. Keyes, et al (1960)

and Friichtenicht and Slattery, (1963) have indicated that at high




projectile velocities ionized atoms of the projectils and target materials
are present In the Impact-generated vapor. It has bsen suggested by
Koslov {1959) and others, (Allen, et al, 1959) that collision between
solld materials moving at sufficiently high relative velocities could
result in the production of plasmas with appreciabiy high ion concentra-
tions, Development of this technique for the production of high density
plasmas and the study of its nature is of considerable interest and vaiue
since this method represents a different procedure in the present day
technology of plasma production, (Bishop, 1958;: Fischer and Mansur, 1958;
Lochte~Holtgreven, 1958).

Two potential applications have evolved from this work over and
above the stated plasme physics interest, It will be shown that these
experimental! methods can be employed in the dete mination of atomic
oscillator strengths or f-numbers for the material constituents of the
collision plasma, Such results would add to the existing knowledge of
oscillator strengths presently determined with different experimental
techniques, (Allen and Asaad, 1957; Corliss and Bozman, 1962). Further-
more these methods could be used in principle for the determination of
relative oscillator strengths of metallic ions for which information is
relative!y sparce (Dickerman 1961; Allen, 1963).

Lukasik, et al (1964), have shown that hydrodynamic pressures of
the order of tens of megabars exist st the moment of impact for the jet
velocities used in this work., These values are arrived at from an
assumed equation of state for the jet material and using a hydrodynamic
model of the collision process. The subsequent motion of the jet colli-

sion products was shown to be dependent upon the magnitude of this




initia! impact pressure. Conversely, experimental observations of the
motlon of the colitsion products can from this hydrodynamic model resuit
in a measurc of the initlal impact pressure. This procedure would be of
Importance for mater-ials whose equation of state is not we!ll established
or for which no such measurements have been made at such high pressures.
In sddition, with the advent of hypervelocity projectiles at speeds higher
than that used in thls study {Jameson, 1962) It appears feasiblu that
experimental measurements could be extended into the hitherto unattain-
able wmegabar pressure ranges,

The primary aim of this effort is to quantitatively determine the
degree of ionization in a plasma generated by the impact of two bodles
moving at high relative speeds, This is achieved from a detailed spec-
tral analysis of the optical radiation from the collt;ion-produced plasma,
it will be showr that the predominant physical mechanisms that affect the
cbserved spectral iines are due to resonance interactions and intermole~
cular fonic fields. Estimates for the neutrai and ion particle density
of the collision plasma are attained from a comparison of predicted and
observed spectrum line profiles. Colllision plasma temperature estimages

are derived from the results of the analysis.

1.2 Explosive Shaped Charge Jets

Certain criteria of 2 general nature must be considered in the
decision of what type of accelerator-projectiie system should be used in
this study. Fiist, one must provide for an efficient conversion of

kinetic to internal energy of the collision products In order to produce

8 high density plasma, If the projectile material density is that of a
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gas then the 'colliding'’ objects will In effect penetrate each other with

tittie intsraction and remain reiatively uncoupied. On the other hand a -
strong, locaiized interaction and prasumably 8 high degree of thermaliza-

tion of the Initizl directed energy is expected from the collision of two

solid projectiles,

In addition, the projectile velocity must be sufficlently high so
that the kinetic energy par atom is at least greater than the energy
necessary to vaporize and ionize the atom. Assuming the heat of vapour-
ization or heat of sublimation as representative of the necessary rrergy
to remove an atom from a solid project!ile under impact conditions, then
the minimum requisite kinetic energy sufficient to vaporize and lonize
an atom is typically of the order of 10 ev for metallic projectiles.

Several different methcds are available for producing high velocity
projectiles, Gas guns (Boyd, et al, 1959; Crews, 1959), electrostatic
and electromagnetic accelerators (Bergstralh, et al, 1959), exploding
wires (Chace and Mocre, 1962), explosively driven pellets (Summers and
Charters, 1959; Kineke, 1959), explosive shaped charges, and plasma guns
have been used to accelerate materials to high speeds., Although very high
velocity plasmoids can be obtained from plasma guns, it appeared that a
significant degree of thermalization of the initial kinetic energy would
be less likely to be achieved due to the low material density. Of the
remaining possibilities, however, only explosive techniques have resulted
in the production of high speed projectiles with a substantial density.
This reflects the fact that the available energy density of a chemical

3

explosive is extremely high, of the order of no“ Jjoules/cm” of high explo-

sive (Cook, 1958).




Metallic Jets formed with explosive shaped charges were used as
projectiles in this work rather than explosivaly driven pellets, This
was desirable since the velocities sttainable with shaped charge Jets
are much larger than that for pellets, typicaliy 8 mm/usec as compared
to 2=b mm/usec. An additional factor of two increase In relative impact
velocity was achleved by firing two jets directly at each other causing a
head-on collision, rather than one jet into a stationary target., Thus,
the kinetlic energy per atom of a shaped charge jet moving with a velocity
of 8 mm/usec is 0.33A ev/atom, where A is the atomic weight of the jet
material,

The formation of a shaped charge jet is described briefly as
follows. Conslder a block of high explosive with a metal! liner embedded
into one end as shown In F!g..l(a). The explosive is .initlated at the
face opposite the liner and the detonation front moves as indicated.

When the detonation reaches the liner, the liner is deformed and collapses
Inward as illustrated in Fig. 1(b). As the liner material arrives at the
axlal region a high speed jet is developed and moves in the indicated
direction. A comprehensive review of the theory of shaped charge jet
formation and experimental verification have been presented by Birkoff,

et al (1948); Pugh, et al (1952); Eichelberger and Pugh (1952); Walsh,

et al (1953); Eichelberger (1955); and Cook (1958).

Cylindrical explosive shaped charges with a conical liner insert of
copper were used In this experimutal work. The choice of copper as a
liner material was based on its ability to form reproducible and predict-

able jets and on the availabiiity of standard explosive charges. Equally

important aside from the charge technology is the fact that spectral line




and energy level information, lonization potential, and equation of state
data are known for copper. Specifications of the explosive design are
given in Table 1. These shaped charges produce a jet whose tip travels
st about 8 mm/usec or equivalently with a kinetic energy of about 21 ev
per copper atom. This latter figure is of interest since it is repre~
sentatlive of the explosively derived energy directly available to the

impact~generated plasma,

1.3 Experimental Configurations

Two types of explosive charge mountings were employed irn these jet
collision experiments. For 7virings in air, both shaped charges were
simply mounted onto a wooden support frame and secured in position.
Aligmment of the two opposing shaped charges was made by inserting between
the charges a collapsible rod whose ends were machined to the liner cone
angle.

for one firing in a low pressure atmosphere, (firing no. 109*}, the
assembly shown in Fig. 2 was employed. The charges were mounted behind
1/2 in, thick aluminum plates which acted as baffles to delay the explo-
sive reaction products from obscuring the jet collision region between
the plates. A cone base-to-base separation of 4 in., or two charge diam-
eters was used, It was felt that any significant deviation from axial jet
motion would be small at these short standoff distances, The jet from

each shaped charge passed freely through a hole in the center of each

*
A tabulated summary of experimental firings appears in Appendix A,




baffle plate into the region between the plates. The other rods and
plates are supporting structures to hold the explosive charges securely
in place,

A 3 ft section of steel pipe, | ft inside diameter, 1/2 in. wall
thickness served as a vacuum chamber for this configuration, as shown In
Fig. 3. Three rectangular observation ports were included in the pipe
section to facilitate optical observations of the jet collision. In sub-
sequent firings expendable vacuum chambers were used. These consisted of
a cylindrical section of clear lucite, 2 ft in length, 1 ft outside diam-
eter, and 1/L in, wall thickness. The explosive support mounts were
similar to that described above. All vacuum systems were operated at

pressures beiow ! mm Hg,

1.4 iInstrumentation

All of the preparations involving explosive charges and firings were
performed at a Picatinny Arsenal explosive fac!)ity.* A plan-view of the
firing chamber is }Ilustrated ‘n Fig. 4. Optical observation of the explo-
sive system during a firing is possible by means of three lucite covered
openings or ports in the firing chamber wall. The lines of sight.through
each port are coincident at the position of the explosive system, thereby
allowing convenient, simultaneous observation of an explosive event by
several optical systems. A firing is viewed with a Beckman and Whitley

Mode! No, 189 Framing Camera located at one of the observation ports in

*
A detailed description of the facility Is given in the ''Proceedings of
the l4th Meeting of Picatinny Arsenal Scientific Advisory Council' at
Picatinny Arsenal 25, 26 April 1957,




in the camera room. This camera provides a film record that consists of
25 fram»s on 35 mm film, A time interval between frames of 1.4 usec was
found appropriate for these experiments. The individual frame exposure
time at this framing rate is about 0.5 usec.

A Hilger Medium Quartz Spectrograph mounted at an adjacent observa-
tion port provided a time-integrated spectrum of a shaped charge jet
cotlision, Although a time-integrated spectral record is of limited use
for a detalled Interpretation of rapidly changing luminous events, it i
nevertheless of some value in Its ability to cover a wide wavelength
range, 1lts chief function therefore is to aid in spectral line identifi-
cation of jet collision luminosity over a broad wavelength band. The
spectra of other light sources were recorded on the same plate as a jet
collision spectrum for wavelength calibration,

A Beckman and Whitley Model No, 194 Continuous Writing Streak
Camera was used in earlier experiments principally to measure che shaped
charge jet velocity prior to impact. In subsequent firings the entrance
optics to the streak camera were modified to include a direct-vision
prism, which led to a time-resolved spectral record of a jet collision,
A detailed discussion of this optical arrangement is given in Appendix B.

The high emulsion speed Kodak Tri-X or Pan-X 35 mm film was used
for all streak and framing camera records; Tri-X alone was used for a'!l
time-resolved spectral records, The Hilger spectrograph accommodated
4 x 10 in. photographic glass plates, Kodak type 103-F and, on one occa-
sion, type 103-0 emulsions were employed. All photcgraphic records were

developed in Kodak D-19 developer for 7 minutes under normal development

conditions.




Initiation of detonation achieved with electronic firing unitsw,
is synchronized with the framing camera such *hat the camera is ready to
record the explosive event at a3 predetermined time after the initiation
of the detonation. Rutherford Model A2 Time Delay Generators were
employed to provide this timing synchronization. Since the streak camera
is continuous writing, no special time synchronization is required.

A typical timing sequence for a jet collision experiment is illus-
trated in Fig. 5, the indicated time deltays are those for firing no. 109.
The explosive configuration is to be viewed by the framing camera start-
ing at a time when the Jets first appear from behind the baffle plates.
The time required for the framing camera rotating mirror to be in posi-
tion after a firing pulse is generated (at zero time) was 153 usec,
However, the time interval in which the jets first appear after initia-
tion of detonation was found to be 7?1 usec. Thus the firing pulse must
be deiayed 132 usec by the delay generator before it initiates the explo-
sive detonator for proper camera synchronization., The generation of an
82 usec delayed pulse supplied to an exploding wire is of importance for

the time-resclived spectrum for this firing and is described below.

1.5 Observation of a Single Shaped Charge Jet
To obtain a description of the jet characteristics and to experi-
mentally verify timing estimates, a single shaped charge was fired in air,

(firing no. 56). Time delays were established so as to have detonation

*A description of these firing uni . is given by Walbrecht (1959),
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of the explosive completed when the framing camera Is in position to
expose the first frame. The framing camera record for this firing 1Is
shown In Flg. €. The view is normal to the charge axis and hence to the
direction of detonation and jet motion. The edge of the explosive charge
is located at the extreme left-hand side of each frame. The direction of
detonation and jet travel is from left to right in the figure.

The base of the undetonated charge is just visible on the extreme
left side of the first frame in the figure. In the second frame the
luminous reaction products extending from the base of the charge are
visible, Thus completion of the charge detonation occurrec in the slme
interval between the first two frames. The luminous tip of the jet is
first cbserved to emerge from kehind the expaiding reaction products at
the fourth frame; the jet is seen to lead & reaction products at subse-
quent times. The jet tip is lumincus and comet-like in appearance, due
to .  lation. The narrow jet stem, whose diameter is of the order of 2 mm
near the tip, is readily seen in later frames. The jet has traversed a
distance of one charge diameter from the base of the charge just prior to
the ninth frame, 11 usec -iter the first frame. Since the charge was
initiated 17 usec prior to camera synchronization, a shaped charge jet is
formed and travels a distance of one charge diameter from the base of the
charge in a time interval of 28 usec after initiation of the explosive
train., An uncertainty of the order of one to two microseconds is ascribed
to this time estimate, reflecting the uncertainty in framing camera syn-
chronization tine and in the delay generator setting.

A measurement of the jet velocity has been obtained from the streak

camera record of this firing, A summary of jet velucity measurements



obtained from this and other streak camera records is given in Table |1,
A nominal jet speed of 7.9 mm/usec was found from these results. This
value of jet speed and the above time estimates were used as a basis for

establishing the timing sequence in succeeding experiments,

1.6 Jet Collision in Air

A number of colliding jet experiments were performed in air in
order to observe the main features of‘jet impact, Framing and streak
camera records of the collision were obtained. In addition, 8 time-~
Iintegrated spectral record of the colilsion was obtained fér one of these
firings, the intent of which was to ascertain the presence of character-
Istic radiation from the copper atoms resulting from the collision,

A framing camera record for one of these experiments, (firing no.
77), is shown in Fig. 7. The direction of jet motion as shown is vert!-
cal. The approaching jets first appear from behind the expanding reaction
products in the second frame. A conventional explosively-shocked argon
source provided back lighting for the framing camers record. As was
observed before, the jet tips are luminous and comet-like in appearance.
The jet stem is readily noticeable in later frames. Collision occurs
between the thirteenth and fourteenth frames, with a high luminous colli-~
sion reglon first observed at thc fourteenth frame. This region expands
in time, and its extreme brightness persists for the duration of the film
record. The growing dark areas apparent in the last three frames, are
presumed due to expansion cooling and interaction with the encroaching

explosive reaction products.
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A streak camera record of another jet collision experiment, (flring
no. 59), is shown in Fig, 8. On the left side of the figure appears an
imsée of a marker scale, which physically is located at the explosive
setup. This feature provides a calibration between spatial position at
the explosive event and transverse distance on film. The time scale cali-
bration is known in terms of the streak cemera rotaticnal speed, The
direction of increasing time Is from left to right. The streak camera
entrance slit Is oriented in the direction of jet motion. The approach-
ing jets are represented by two narrow light trails that start at the
left side of the figure; the light comes from the luminous jet tips.

" Jet collision is characterized by the intersection of these trails and
subsequent Intense exposure that lasts for about 50 usec. A region of
intense luminosity, approximately centered about the impact ngnt, is
seen to remain roughly localized for the length of the record. Aside
from the initial jet velocity information contained in a streak record,
the extremely high light intensity of the collision products is apparent,
even when viewed through a narrow streak camera entrance slit.

In firing no. 99, a time-integrated spectrum of a jet collislion in
air was obtained, Fligure 9 shows the uvbserved spectrum atong with a
densitometer scan and a comparison copper spark spectrum, The overall
characteristic of the time-integrated spectrum is that of a continuum
with a few weak superposed absorption lines over a wavelength range from
3600 to 5000A. The lack of radiation beyond S000A is due to a decrease
In sensitivity of the Type-0 emulsion beyond rhis wavelength. Glass and
lucite in the optical path of the spectrograph are primarily responsible

for the decrease in photographic sensitivity below 3600A. Absorption




lines in the spectrum were identified by both direct sssoclation with
known copper spark lines on the spectral record, (Shenstone, 1936; 1948),
and by measurements of line position on the wavelength-calibrated densi-
tometer trace,

Table 111 presents the absorption lines observed in this time-
integrated spectrum along with associated known lines of copper. Devia~
tions in wavelength from the known copper lines are predominently due to
poor definition of the center of these absorption lines., The energy of
the lower excltation level (Moore, 1952) for the observed lines is also
given in the table. Most of the levels are of the order of 5 ev above
the ground state of copper. Thus, the time-integrated spectrum of s Jet
collision in air shows that some of the jet material is vaporized, and
furthermore a fraction of these gaseous copper atoms reside in excited
levels energetically several electron volts above the neutral copper atom
ground state.

Spectra! line tabulations show a multitude of characteristic copper
lines for the spectral region covered in this experiment that were not
observed here. Moreover, these lines come from energetically similar
excited states and have comparablie tabulated relative intensities, hence
observation of these !ines was expected. That these transitions are not
seen elther in emission or absorption is atiributed to at least two
factors. A time-integrated spectrum indiscriminately records light from
other phases and parts of the collision luminosity, This may have blotted
out or made indistinct any indication as to the presence of these missing
spectral transitions, Also, mesking of collision luminosity, due to the

presence of an air shock created at the time of collisiun and propagated

13
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elong with the collision products and quenching due to energy transfer to
the surrounding atmosphere are of Importance. Spectral characteristics
of the radiation emerging from the shocked air enveiope can be substan-
tially different from that of the enclosed luminous coliision products
(Bethe, et al, 1947). 1in the extreme case of an optically thick shock
zone, the observed spectral radiation would be characteristic of the

shock rather than of the jet collision products.

i.7 Jet Collisions in Helium Atmosphere

Two modifications were introduced in subsequent experiments that
were designed to alleviate the above mentlioned difficulties. First, a
direct-view prism was added to the streak camera entrance optics to
enable time-resolved spectroscopic observations to be made, {see Appen-
dix B). Thus, knowing the time sequence of events in a collislion experi-
ment, a time-resolved spectral record enables one to separate, in time,
radiation from the collision products and from other luminous phases of
the experiment. Secondly, to eliminate the influence of aiv shock lumin-
osity and shock opacity, experiments were performed in a low pressure
helium atmosphere. Such an ernvironment should be transparent to collision
radiation. QOptical transitions for helium in the visible reglon are
assoclated with helium energy levels that are about 20 ev above its ground
state., In addition, no appreciable population of these highly excited
levels is expected during the course of the experiment since the density
of helium atoms at the residual pressures is low, of the order of l0|6 cm-a.

The vacuun systems employed for these firings were described above,
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(a) Framing Camera and Spectrograph Observations

in firing no. 109, two shaped charge jets collided in helium at a
residual pressure of 0.7 mm of Hg. The framing camera record for this
experiment is shown in Fig. 10. The view is through one of the rectangu-
iar ports on the side of the vacuum chamber. An outline of the port i3
readily discernable in later frames of the record. Initial jet motion Is
hor izontal as presented in the figure. The jets sve not visible prlor to
Impact since no backlighting was used In this firing.

In the first two frames only light from the explosive reaction
products and reflections from portions of the support structure is
observed. Jet Impact is first seen in the third frame, as evidenced by
the small, centrally located, luminous region. A brilliant flash of light
Is seen that persists for about four frames or 6 wsec after first impact
Tight., After this there is a decrease in intensity over the collision
region lasting for a few frames. An apparent relighting occurs between
the tenth and eleventh frame, about 10 usec after collision, The Intens-
ity remains high throughout the remainder of the record although the view
becomes complicated by detonation products entering the collision region
and possible mechanical failure of the vacuum chamber at these later
times.

A vertical, luminous line structure at the position of first impact
light is observed on the sixth frame., The light intensity and definition
of the strip are enhanced in following frames. Lukasik, et al (196k) have
presented a hydrodynamic mode! for the impact of two high speed projec-
tiles in which they suggest that a radially-symmetric expanding sheet,

traveling outward from the collision point, is formed at Iimpact. Other
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evidencs for the formation of a sheet-like structure in 8 jet collision
can be seen in the framing camera record of firing no. 124, shown in

Flg. 11 where two shaped charge jets collided in an expendable iucite
vacuum chamber., As before, initial jet motion is horizontal as presented
in the figure, Jet impact i{s first seen in the sixth frame, as indicated
by the small, intensely iuminous region centered between the explosive
reaction products. As early as the second frame after initial impact a
vertical, luminous strip Is apparent, originating at the point of impact,
The intensity of the light from this sheet increases rapidly and becomes
the most prominent feature of the record in later frames. Further evi-
dence of a mechanical nature for the formation of a sheet-1ike structure
was found in the remains of the support structure recovered after firing
no. 125, Figure 12 shows the recovered structure. Jet collision was not
head-on and so the sheet was not normal to the direction of jet travel,
It appears that the expanding sheet collided with one of the support
pltates; the narrow region of impact is most obvious in the photograph.

A time-integrated spectral record of a jet coilision in helium,
(firing no. 109), together with s densitometer trace and copper spark
reference spectrum is shown in Fig. 13. The spectral record contains many
pronounced absorption lines and a number of emission lines superposed upon
a continuous background. The correspondence between lines in the colli-
sion spectrum and in the copper reference spectrum is readily seen.

A type 103~F photographic emulsion was used here, extending the wavelength
range covered to about 7000A. Many more distinct spectral lines are seen

in this record than in the previously shown time-integrated spectrum for

a collision in alr, The comparatively rich spectral content of this
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record indicates that the choice of helium as a residusl gas in the vacuum
chamber was reasonable. No detalled line identification was made from
this record or other similar time~integrated records. Instead, major
emphas!s was directed towards an extensive analysis of the time-resolved

spectral record of firing no., 109, presented below.

{b} Time-Resolved Spectrum of a Jet Cotllision

A time-resolved spectrum of a jet collision In helium is shown In
Fig. 4. The wavelength range extends from about 4400 to 5300A. This
range was chosen for two reasons. A number of prominent neutral copper
lines appear In this interval, (Shenstone, 1948) which encompass all of
the salient features of the energy level structure of neutral copper.
in addition, a number of ionized copper lines also cppear in this range
(Shenstone, 1936). in particular, there are a large number of lonized
copper lines in the 4900 to 5000A region with no interfering neutrsl
copper lines. Thus, this spectral region serves as an excellent indi-
cator for the presence of singly ionized copper In th; collision plasma.

included on the film record are zinc and helium calibration lines,
a copper spark reference spectrum, and an exploding gold wire spectrum.
The exploding wire spectrum served as a time fiducial mark. its purpose
was to enable one to correlate spectral information on the record with
the overail time sequence of events in the experiment. (The timing
sequence for firing no. 109 was previously shown in Fig. 5.) The gold
wire was fired 50 usec before initiation of detonation, a sufficient time
interval in advance of detonation to assure that light from the exploding

wire does not overlap light from the jet colliision. Allowing for a 28 psec

Iinterval in which the shaped charge jets are formed and trave! a distance
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of one charge dismeter, a total estimated time between initiation of the
exploding wire and Initlal jet Impact is 78 usec. The observed time
interval of 79 usec on the spectral record is in agreement with these
known time delays. Thus, one can be certain that the observed time-
resolived spectrum is that of the impact-generated 1ight.

The rate at which the entrance slit image traverses the film plane
Is | mm/usec. Thus, the time required for the slit image to traverse its
full length of 1 . 8 mm is 1.8 usec. Since any given point on the film is
exposed only in the interval during which the entrance slit image crosses
that point, the time resolution for this record is 1.8 usec (Smith, 1925,
Seay, et al, 1961). The entrance slit of the streak camsra was centered
at the collision point and oriented with its length perpendicular to the
direction of initlal jet motion, i.e. parallel and in line with the
expanding collision sheet. A projection of the entrance slit at the
collislion point extended over a 1.0 by 0.1 'n, area and is indicative of
the spatial resolution of the collected optical radiation.

The initial portion of the collision spectrum is seen to be a very
intense continuum that lasts for some 5 to 6 usec. Recall that the fram-
ing camera record for this experiment, described above, shows an initial
brilliant flash of light for about the same time interval. The continuun,
then appears to fade and a rich emission spectrum is observed. At about
10 psec a relighting phase commences, consisting of a continuum of lower
intensity than the initial continuum. At about 13 usec after impact the
continuum fully extends over the wavelength range covered. Flinally,

emission lines are seen to revert to absorption lines at later times.

The emission lines seen after 6 pusec are shown below to be mainly
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lines of neutral copper atoms. There is, in addi 1, conclusive evidence
of lonized copper in the spectral range between about 4900 and L950A.
A narrow band of light In this region is seen to emerge from the Initial
continuum, The intensity of this band increases at later times and sub-
sequently blends intc the relight continuum. Thers are about twenty-five
fonized copper lines in this spectral range (Shenstone, 1948). Since the
wavelength resolution of the time-resolved spectrum does not allow these
Tines to be seen Individually, they appear as an unresolved group 50 to
60A wide. Further evidence indicating the presence of ionized copper in
the jet colllision products has also been obtained and is presented below.
Thus, high speed jet impact resulits in a varied and rich spectral
history. Qualitative evidence exists for the presence of lonized and

excited neutral atoms in the jet collision plasma. A detalled analysis

of this time-resolved spectrum is piasented in the following sections.
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Part |1 Analysis of Time~Resolved Spectrum

A study of the jet coilision time-resolved spectrum of firing no.
109 was made, The spectrum Is rich in detall and contains important
information regarding the nature of the Jet collision process. |In partic~
ular an examination of the shapes and shift of several spectral lines in
a time interval of importance was undertaken. The results of this study
lead to a measurement of the time-varying neutral and ion particle dens-
ity in the plasma.

Only & time interval from about 6 to 13 usec after impact was exten-
sively investinated., Little information could be derived from the early
cont inuum phase of the spectrum before 6 psec since the film record was
greatiy overexpused, The later portions of the record after 13 usec were
not considered since as will be shown later the collision of the expand~
ing plasma with the vacuum chamber wall would occur at these times and
hence would greatly complicate the analysis of the cbserved spectrum,

Radiation cbserved by the time-resolved spectrograph originates
from a particular volume element in the coilision event as will be shown
later. The projection of the spectrograph entrance slit onto the object
plane at the impact region determines the cross-sectional dimensions of
this volume., The effective depth of the radiating volume is small in
comparison with the overall size of the collision region. Light from
Iinterior points of the collision region is strongly absorbed upon passage
through the intervening material and does not contribute significantly to
the emerging radiation. Only a thin section located near the front of

the expanding products is effective in producing the observed light. Thus

the particle density measurements derived from the time-resolved spectral




data represent spatial mean values for this thin region under observation.
The above mentioned time resolution of the spectrogragh will introduce a
further modification; that is, the numerical density estimates will be

averaged in time as well as in spatial position,

2.1 Spectral Line identification

Densitometer scans of the time-resolved spectrum at two time inter-
vals after initial impact, and of the copper reference spectrum are shown
in Fig. 15. Each scan of the collision spectrum is seen to consist of a
background continuum with superposed emission lines, The increased intens-
Ity of the continuum at 11.5 usec corresponds to the relight phase of the
spectral record. About sixteen prominent emission peaks can be distin-
guished at both time intervals, all of which have rather broad profiles,
typically of the order of 10 to 20A wide. Comparison of these with the
dens itometer scan for the copper reference spectrum illustrates the rela-
tively large breadth of these lines. Both the background continuum and
emission lines persist throughout the time interval from 6 to 13 psec.

With the aid of the calibration spectra on the film record these
emission lines have been identif ed mainly as neutral copper transitions
and are tabulated in Table IV. All known prominent transitions of neutral
copper for the spectral range covered in this experiment were cbserved,
Due to the width of the spectrum lines and the limited wavelength resciu-
tion of the system, howe _r, some of the expected lines are not completely

separated. This is reflected in Table IV by showing a number of neutral

copper transitions in close proximity to the observed lines. The upper
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level designation and excitation energy (Moore, 1952) for the spectral
lines with the highest tabuloted intensities (Shenstone, 19:8) are also
shown in the table.

The presence and growth of ionized copper lines Is most effectively
i1luystrated In the spectral reglon between 4900 and L3I50A, as noted previe
cusly, At 6.7 psec there is little evidence for any characteristic lon
transitions in this spectral region, whereas at 11.5 usec a pronounced
increase in intensity above the background continuum i5 most obvious.

This increased intensity represents the growth of an unresolved group of
about twenty-five copper ion lines in the 50A wide region. Also the simi~-
lar appearance and growth of other ion transitions can be sesn in the
vicinity of the Cul 4651 transition, At 11,5 usec a distinct hump in
this line is apparent, as indicated in Fig. 15, This satellite growth is
the result of three knowr copper ion lines at about ULGGOA., Spectral lines
profiles of this emission line presented later will show the growth of
these fonized lines more distinctly.

An enercgy level diagram that contains the more intense spectral
transitions given in Table IV is given in Fig. 16, Also included are the
observed groups of copper ion lines. Several indicated transitions in
this figure are of concern in the work presented below. A large number
of both neutral and ion energy levels are seen to have been excited, For
the neutral copper lines, some of these levels are as high as or slightly

above the copper first ionization potential at 7.7 ev (Moore, 1952).“

*Levels that appear above the ionization potential are associated with the
anomalous term or two-electron excitation con~figuration of the copper
atom, (Shenstone, 1932; White, 1934; Herzberg, 1937). These anomalous
terms are grouped towards the right in the portion of Fig. 16 that corres-
ponds to neutral copper. The normal terms appear below the ionization

tential {.P. at /.7 ev.




For the observed ion lines, the corresponding upper enargy levels are
about 25 ev above the ground staie of neutral copper. Other energy

levels for both neutral and ionized copper could not be observed since
the light resulting from transitions out of these levels does not lie

within the spectral range of the time-resolved spectrograph.

2.2 Spectral Line Profiles from Time-Resolved Spectrum

A number of profiles for the prominent emission lines In the time-
resolved spectrum were derived from the densitometer traces, The film
record was scanned at 1 pysec intervals, from 5.7 to 12.7 usec after first
impact light. Typical densitometer scans were previously shown in Flg.
15. Horizontal position on each film scan is related to the wavelength.
The wavelength calibration was establiished for each record using the
wavelengcth identifications previously giver in Table IV. Vertical dis-
placement on each scan is proportional to photometric density units,

A density scale ca'ibration was established by inserting calibrated neu-
tral density filters into the optizal train of the densitometer and
recording the corresponding response.

To obtain the profile of a given emission line the measured densi-
ties were first converted to intensity values by means of a photometric
film emulsion calibration described in Appendix C. The background con-
tinuun l'evel for each densitometer scan was established at wavelength
regions in which emission lines were absent and this background level,
after being converted to intensity was subtracted from the total chserved

intensity,




(a) Photographic Intensity Calibration

Several Hurter and Driffeld (H-D) emulsion calibration curves relat-
ing density with relative intensity at certain wavelengths were experi-
mentally determined for the Tri-X emulsion and the developing process used
to obtaln the time-resolved fllm records. A description of the calibra~
tion technique and experimental results are given in Appendix D. A rotat-
ing step-sector wheel method was employed. A light source and step-sector
wheel were mounted in front of the direct-vision prism and streak camera
entrance optics. The interrupted light was recorded with the streak
camera after being dispersed by the direct-vision prism. Zinc, mercury-
cadmium, and helium spectral lamps were used as light sources. Emulsion
calibration curves were constructed at discrete wavelengths for the vari-
ous spectral lamp sources. The results were checked for self-consistency
as suggested by Sawyer and Vincent, (1943). These emulsion calibration
curves were found to be in agreement with similar measurements of other
investigators, (Kodak, 1962; Pressman, 1962). Values for the slope of
the emulsion calibration curve, v , found from repeated photometric mea-
surements at several wavelengths are given Iin Table V. The average value
of y is 1.0 2 0.1 for the wavelength range studied. This value was used

in all spectral line profile calculations,

{b) Measurement of Spectral Line Profiles

Horizontal and vertical position measurements on 2 densitometer
record were obtained with the use of a Gerber Scanner and punched onto
cards for subsequent analysis. At a given wavelength position verti:al
displacemants corresponding to both the total density and to the back-

ground cont inuun were measured. Approximately fifty to one hundred points



were used to reproduce a line profile. !n addition, the vertical dis-
placements of the photographic density calibration steps on the densi-
tometer reccrd were recorded, This Information was used to establish a
vertical height to density scaie calibration, For a wavelength scale
callbration, the horizontal positions at the maximum points of each
prominent emission line were aiso recorded,

Spectral line profiles were constructed from these denslitometer
measurements. A listing of the IBM 1620 Fortran program together with
a brief description and the results of a typical caicuiation are given
in Appendix C., It was found in all cases that the observed density values
fell withir the linear portion of the emulsion calibration curve. Hence
a density value, D , and its corresponding relative intensity, J , are
related by, (Mees, 1946; Sawyer, 1951)

D = const + vy log J (2-1)
where <« is the slope of the emulsion calibration curve in the linear
region. Equation (2-1) was then used to evaluate the relative background
and total intensities, Ja(k) and JT(h) respectively, at the given

wavelength, A . That is,

JB(k) = const x 10 (2-2)

DT/v

JT(L) = const x 10 (2-3)

where DB and DT are the corresponding density‘values. The spectrail

line Intensity, J(A) , is simply the difference between the total and

background intensities

BT/v DBIV}

J(A\) = const {IO - 10 (2-4)




it was found convenlient to normalize the line intensities to the
max imun computed value Jo at a wavelength xo for the spectral line
under study, and also to deal with wavelength deviations, ¢ , from the
wavelength of the maximum, viz.

€ =X (2-5)

Thus the spectral line profile program yields the relative line intens-
ity, J(c)/do , at a wavelength deviation, € , for each emission line on

a given densitometer trace.

2.3 Line Broadening Mechanisms
in general, a number of causes result in the broadening of a spec-
tral ltine. They can be classified as follows, (Mitcheil and Zemansky,
1934; White, 1934; Aller, 1953; Penner, 1959; Breene, 1961).
A, Doppler broadening
B. Foreign atom collision broadening
€. Natural line breadth
D. Resonance broadening
E. Stark broadening
F. Instrumentation broadening
The first two phenomena can be disregarded as giving rise to the
observed broadening for this work since their contributions to the line
width are inconsequential, Doppler broadeniing effects due to the thermal
motion of the emitting atoms are usually small and limited to the narrow
center or core of the spectral line. The halfwidth of a Doppler-broadened

line is proportional to the square root of the temperature of the
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radlating gas. A Doppler halfwidth of the order of several angstroms
observed for the copper spectrum lines in the time-resolved spectrum

would imply an unrealistically high temperature of 107 - !08 °

K. Also,
in view of the low density of foreign atoms in the vicinity of the jat
collision, (the residual helium gas in the vacuum chamber), foreign atom
collision broadening is extremely small and is thus ineffective in pro-
ducing the large observed line widths.

The natural line breadths for most of the observed copper transi-
tions have also been shown to be comparatively small, {Allen, 1932},
However several copper lines are known to possess unusually large natural
widths, of the order of 1A, due to autoionization of the upper energy
level of the spectral transition, (Shenstoqe, 1932). A few of these lines
appear in the time-resolved spectrum and their observed halfwidths may be
due in part to their large natural line width,

in the presence of atoms that ar. identical to the emitting atoms
a spectral line will be resonance or self-broadened. This type of broad-
ening, due to the strong interaction between an emitting atom and its
nearby perturbing atoms, can result In line breadths of the aqrder of the
observed breadths if the density of identical atoms is sufficiently high.

Similarly, Stark broadening, due to the Iintermolecular electric
filelds of electrons and ions in the collision plasma, must also be con-
s ldered since Stark-brcadened lines are also known to possess broad pro-
files., In addition, a wavelength displacement of a spectral line can
occur due to the Stark splitting and shift of the energy levels of the
transition under the influence of the intermoiecular electric fields.

Finally, distortions or modifications of a spectral line profile




due to the spectrographic instrumentation must be taken into account.

it will be shown in the following sections that the principal mech-
anism glving rise to the observed spectral line shapes is resonance-broad-
ening. This is achieved by matching resonance-broadened line profiles to
several neutral copper transitions in the time-resolved spectrum of firing
no. 109, where modification of the form of the resonance profile due to

spectrographic instrumentation has been included.

{a) Resonance-Broadened Line Profiles
The profile of a resonance-broadened spectral line as derived from
either line broadening impact theory or statistical theory is given by

the Lorentz formula, (Margenau and Watson, 1936; Breene, 1961)
2 2
J(v) = const/((v-vo) + (A/2)5) (2-6)

where Yo is the frequency at the center of the symmetrically~broadened
line and A is the halfwidth of the line in frequency unlts.* Normal-

lzing the intensity J{(v) to its maximum value J(vo)
I/ = (A% ((v-v )% + (A/2)®) (2-7)

The halfwidth is linearly related to the number density of perturb-
Ing atoms of the same kind as the emitter, N , and to the oscillator

strength, f , of the spectral transition as,
2
A = const (e f/mvo)N (2-8)

where e,m are the electronic charge ang mass respeccively, |he constant

in eq (2-8) has been evaluated from both statistical and impact broadening

*
The term halfwidth as used here refers to the full width of the line at
half of its maximum intensity.




theory. Comparative results given by Breene are shown in Table VI and

are seen to be in close ogreement,

(b) iInstrumentation Broadening

Before attempting to fit resonance-broadened profiles to the emis~
sion lines in the time-resolved spectrum of firing no. 109 modifications
due to the spectrographic instrumentation must be taken into account.
In particular, if the image of the entrance slit is comparable In size to
the actual spectral line width then the resultant line profile will be
influenced by the characteristics of the spectrograph. Consider a spec-
trograph entrance slit of finite width irradiated by a light source that

contains several discrete frequency components v If the slit is of

i
sufficient width so that diffraction effects can be neglected then slit

images of width By will appear in the image plane of the spectrograph
at positions corresponding to the frequencies v . The light intensity
of the v‘-component will be zero outside of each strip ‘A‘ and of magni-
tude J(vi) within the st}ip, (Baly, 1905; Slater, 1925; Forsythe, 1932;
Clark, 1960; Brugel, 1962). If there is no overlapping of slit images

then the distribution of light intensity along the image plane is simply

described by the array of strips of width A, and intensity J(vi) .

i
When the several slit images overlap, the component intensities are
superposed. The resultant light intensity at a frequency v in the

r

regic.. o' overlap is

§(v) = ?J(vi)H(Aila + (v‘-v))H(AI/E - (v‘-v)) (2-9)

where H is the unit step function. The summation extends over the
number of intensity components whose slit image width includes the fre-

quency position v . In the limit as the number of spectral components
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increases Indefinitely, the resultant intensity becomes (Dalton, 1963)

WA/ 2
$(v) = f J{v') dv' (2-10)
v/ 2

Thus the resultant light intensity at a given frequency is simply the
integrated or average intensity over a narrow frequency band.*

The modification of a resonance-broadened profile 1s obtained by
evaluating eq (2-10) where the intensity distribution of the light source
J(v') is given by the Lorentz formula, eq (2-7). The resultant inte-

grated Lorentzian function is

o1 YV, * a2
§(v) = J(vo)(A/ED {tan {f—-z72;—~—}
-1 VY% - A2
- tan A/ } (2-11)
*Equat!on {2-10) can be expressed in a more general form as
g(v) = Lrs(v,v') J{v') dv (2-10a)

The slit function S(v,v') represents the weighted contribution to the
resultant intensity at the frequency v from radiation of frequency V',
{Dennison, 1928; Nielsen, et al, 1944; King and Emslie, 1951; Brodersen,
1953; Penner, 1959). Triangular and trapezoidal slit function shapes

are commonly used for spectrographs with both entrance and exit slits.
Gaussian shapes are used to approximate diffraction effects assoclated
with small slits. A rectangular slit function shape representing a limit-
ing form of a trapezoidal shape is useful for spectrographs with only an
entrance slit., A rectangular slit function

S({v,v') =1 v-A/2 < v < wA/2

S(v,v') = 0 otherwise

has been used in this work.
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Normalizing &$(v) to Its maximum value Q(vo) one has

can! (V0 22 1 {¥% - &3

- tan-
§{v , A/2 A/2 (
= - 2-12)

The halfwidth of the integrated Lorentzian profile § , evaluated directly
from eq (2-12), Is found to be

2.2, 2

8 (2-13)
Thus the use of a finite-width entrance siit will alter the shape of a
resonance~broadened profile and further increase the observed line half-
width.

If two or more resonance broadened lines are not completely recolved

the resultant profile is described by

o1 (Vv +a/2
#6) =TI (A/2) {tan Ai,2-—}
o1 (V- Al2
- tan { R.72 }} (2-14)
where A is the halfwidth, i the center frequency of the ith par-

i
tially resolved line, and J(v;) represents the relative intensity of

the ith component., The summation Includes all the partially resolved
broadened lines that can contribute to the resultant line profiie.

The width bf the slit image is related to the entrance slit width
and the optical parameters of the spectrograph. Evaluations of the slit
image width have been made for the direct vision prism-streak camera
combination, details of which are presented in Appendix E. Essentially

what is done is to construct an image of the entrance slit by following

the path of several principal rays through the optical system. This is
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repeated at several wavelengths in the spectral range covered by the
time-resolved spectrum to obtain the variation of slit image width with
wavelength. The results of the calculations are illustrated in Fig. 17.
Two families of curves are shown which correspond to slightly different
values of the entrance slit width, Changes in the slit image width as a
result of small deviations about the nominal angle of incidence are also
Inciuded,

Experimental values of the slit image width have been independently
determined from integrated Lorentzian profile fits to several linesc in
the time-resolved cpectral record as described below, and are indicated
in the figure. The accuracy of the slit image widths determined in this
manner is limited by the sensitivity of the line profile fitting process,
{see section 2,5). Uncertainties in slit width values are indicated by
the error flags in Fig. 17. In view of the fact that nominal values for
the optical parameters of the direct vision prism~streak camera combina-
tion were used in the calculations, the agreement between the calculated

and experimental! values is good.

(c) Line Profile Fits to Selected Transitions

Integrated Lorentzian profiles were matched to several of the
observed neutral copper lines in the time-resolved spectrum. This estab-
lished that resonance broadening is the principal mechanism responsible
for the breadth and shape of the spectral lines. These profiles were
computed from either eq (2-12) or eq (2-14). Fortran lis*ings of the

programs for both the single component and multicomponent profiles are

given in Appendix F, together with a brief description of the programs.
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The procedure for calculating a single-coﬁponent line profile is as
follows. A time in the spectral record for which the observed line half~
width !s smallest is first examined. The rescnance halfwidth, A , is
then ¢ mputed from eq (2-13) for an assumed siit width A , and an assumed
total halfwidth & . A line profile described by eq (2-12) is then con~
structed. By appropriately varying both the slit width and total half-
width values, a profile that best matches the observed line shape is
generated. This results in a measure of the stit width at the wavelength
under cunsideration and an evaluation of the true resonance halfwidth of
the line at the particular time studied, Line profile fits for the same
iine at other t(imes are thern achieved by varying just the total halfwidth,
keeping the slit width fixed, until a best match with the observed line
shape is obtained.

\f conttibutions to the observed line shape due to partially
resolved neighboring lines are taken into account, & multicomponent line
profile glven by eq (2-14) is employed. in thig case values for the res-
onance halfwidth A, , and relative intensity J(vi) , of each spectral
tine that contributes to the observea line are needed. Firs? estimates
for these quantities are established by matchinyg a single~component line
profile to the most prominent spectral lire, The difference between the
observed line shape and the single-component profile fit indicates the
relative amplitude and width of the nearby partially-resolved line or
lines, A line profile is then constructed with these data. Appropriate
variations in all the resonance halfwidth and relative intensity values

are then made in order to generate a profile that best matches the

observed line shape,.
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Single~Component Profiles

Integrated Lorentzian fits to the observed transitions Cul 4587,
LE5Y and 5153 were generated in the above manner, at I usec intervals over
a time period from about 6§ to 13 usec after initial jet impact. The Cul
L5B7 line was specifically chosen since there are no nearby transitions of
neutral or lonized copper in the wavelength region of the observed broad-
ened line. Hence a single-component ‘ntegrated Lorentzian profile fit is
mast appropriate for this line. However, the natural width of the Cul 4587
transition is known to be relatively large due tc 2utoionization of its
upper level, {Allen, 1932; Shenstone, 1932} . Thus, the coserved line pro-
file, aside from instrumentation broadening, is the result of a combina~
tion ~f patural braodenine and resonance broadening interactions.

The Cul 465! line was considered next since it is a component of the
same multiplet as the Cul 4587 transition, but is associated with an upper
energy level that does not exhibit autoionization. Thus, natural broaden-
ing of this line has tittle influence cn the overail observed line shape.
Although several partially resolved copper lines are present and spaced
about [0A on both sides of the Cul L4651 line, only single-component inte-
grated Lorentzian profile fits were performed. |In determining the best
match to the observed line shape in this case, attention was directed
towards the fitting over a wavelength region that encompassed no neighbor-
ing lines rather t.an the overall line shape.

Integrated Lorentzian profites to the Cu! 5153 line were also made.
This transition was specifically chosen since it originates from a lcwer
energy level and involves 3 configuration in which only one electron is

involved in an optical transition as distinct frun the two-electron

i -
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configuration of the previous two lines. As with the Cul L6551 line, the
best fit determination was made over wavelength regions that contained no
nearby partially-resolved spectral lines. Fo- all three lines the slit
width contribution to the observed line shapes was first established as
previously indicated. Values of the slit widths determined and used in
these profile fits were sh?Wn in Fig., 17,

The integrated Lorentzian fits to these lines are presented in
Figs. 18, 19, and 20. Observed line shapes in the time-resolved spectrum
are represented by the data points while the solid curves show the fitted
integrated Lorentzian profiles. The corresponding time after initial jet
impact is shown in each figure. The relative positidﬁ and ;mplitudes of
known spectral transitions of copper that fall within the spectral range
studied are also indicated.

The integrated Lorentzian profiles shown in Fig. 18 adequately rep-
resent the observed Cul 4587 line shape over the time interval studied.
irregularities In the observed line shapes at the later time intervals
are believed to be the result of impact of impact between the expanding
jet collision sheet and the vacuum chamber window.

The observed Cul 4651 line shapes and corresponding integrated
Lorentzlan profi'es shown in Fig. 19 are also seen to be in good agreement
over a substantial portion of the theoretical line profile. Of particu-
lar importance is the appecrance and growth of three ionized copper trans-
itions, (Cull h660, L6611, L663), which are present as an unresolved cluster
In the observed line shapes. The relative intensity of these unresolved
lines is seen to increase rapidly at the later times. The appearance cf

the partially resolved Cul L6u43 line during early times is also of interest.
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Contributions from this transition to the observed iine profiles are con-
sidered In the following section.

The observed line shapes for the Cul 5153 transition shown in Fig.
20 are also seen to be adequately represented by an integrated Lorentzian
profile. Contributions to the line shape from nearby broadened neutral
and ion spectral lines are not as pronounced as In the case of the Cut
L651 line,

Part (a) of Table VI{ lists values of the resonénce-broadened half-
width A , obtained from the above integrated Lorentzian profile fits,
Accuracies for the halfwidths found by this procedure are limited by the
sensitivity of the line fitting process and are of the order of 10 per-

cent, {see section 2.5).

Multicomponent Profiles

Single-component proflile fits to the Cul L4651 transition shown in
Fig. 19 indicate that the partially resolved Cul 4643 line noticeably
contributes to the observed !ine shape at early time intervals., Fits to
the observed 1line shapes with a multicomponent profile fit that included
both the Cul L4643 and LE5) transitions were made. Values for the reso-
nance halfwidth of the Cul 4651 line determined from the above single-
component profile results were initiaily used. Estimates for the reson-
ance halfwidth and relative intensity of the Cul W6U3 line were first
obtained from a comparison of the single-component profiles and the
observed line shapes. By appropriate variations of the resonance-broad-
ened halfwidth values and relative intensity a best matcn to the observed
iine shape over an extended waveiength range was achieved. Multicompo-

nent fits at 5.7, 6.7, and 7.7 usec were made, the resulting fit at
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6.7 usec is shown in Fig. 21. Agreement between the observed !ine shapes
and the fitted curves is good in al! three cases. The resonance~broadened
halfwidth values and relative intensities for the Cul 4643 and LES! trans-
itions used to obtain the best multicomponent profile match are listed in
Table VIi, part (b) and Table Vil respectively. The intensity of the
Cut 4651 line was arbitrarily chosen as unity in all three pf&f;‘é fits.

Resonance-broadened halfwidths for several other observed lines in
the time-resolved spectrum have also been obtained from further multicom-
ponent line fits. Halfwidth values and relative intensities for the
partially resolved components Cul 4525, 4531, and 4540 at three times are
aiso shown in part (b) of Table VII and in Table Viii. The relative
intensity of the principal Cul 4540 line was taken as unity. The result-
ant multicomponent fits to the observed line shapes are shown in Figs, 22
and 23. The study of these lines is of importance in subsequent work and
is discussed in the following sections.

In conclusion, an integrated Lorentzian profile has been shown to
adequately represent the shape of a number of broad and overlapping 1ines
in the time-resolved spectral record, Wwhen the natural line breadth can
be neglected, the observed line breadths are the results of a combination
of instrument broadening and resonance broadening. Sl1it image widths
obtained from these line fits have been previousiy shown to be in agree-

ment with calculated slit width values.

(d) Influence of Plasma lons on Spectral Characteristics
The presence of charge particles in the jet collision plasma will
influence the nature of the spectral line radiation in general as a broad-

ening and shift of a spectral line. These effects are related to the




Stark splitting and displacément of the energy levels of the spectral
transition. The splitting and shift are in turn a consequence of the
fluctuating intermolecular electric fields created by the charged par-
ticles In the vicinity of the emitting atom. The Stark effect for several
neutral copper transitions in the wavelength region under consideration is
known. The pattern and magnitude of the line splitting with an applied
electric field has been measured by Takamine (1919), some results of which
are glven in Table IX. Three of the lines are split into two components
asymmetrically displaced with respect to the original wavelength.

An atom in an excited state is influenced simultaneously by colli-
sions with both identical neutral atoms and charged particles in the jet
collision plasma. Thus the spectral line profile for the transition from
this excited state will in general reflect both broadening effects and
would be described in a complicat:d way by the resonance and charged par-
tical interactions. Previous results however have shown that instrumenta-
tion and resonance-~-broadening are the predominent mechanisms affecting
those lines studied;in particular, line profile fits t» the Cul 5153
transition, which exhibits a Stark splitting and thus could be expected
to show Stark broadening, were given in Fig. 20. :sence superposed Stark
broadening contributions in the time-resolved spectrum are not apparent.
This result is not surprising in view of the magnitude of the Stark split-
ting for this spectral line. Comparative Stark splitting for hydrogen for
which Stark broadening effects have been well established. (Edels and
Craggs, 1951; Griem, 1954; Henkel, 1954; Margenau and Lewis, 1959) are
several orders of magnitude greater than the Stark splitting for copper.

Alyamovski! and Kitaeva (1959), have experimentally generated ionic
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Stark-broadened HB lines with a halfwidth of about 50A corresponding to
an Intermolecular electric field of the order of 100 kv/em. Similarly
Holtsmark and Trumpy (1925), have found Stark-broadened halfwidths of
about 1A with an intermolecular field of the order of 26 kv/cm for the
Cul 4023 and 4062 transitions. The magnitude of the Stark splitting for
these copper lines Is larger than that for the lines shown in Tabie {X by
approximately a factor of ten. Hence line broadening contributions due
to ions and electrons In the jet collision plasma are expected to be neg-
Yigibly small for all the observed lines compared to the predominant
resonance and instrumentation broadenfng.*

The asymmetric splitting of the transitions given in Table IX sug-
gest that line shifts may be present in the observed spectrum. Since
these lines are instrument and resonance~broadened the: individual Stark
components are not resolved. However superposition of the shifted Stark
components will result in a spectral line profile that has a net wave-
length displacement in the direction of the Stark component shifts. The
net spectral line shift can then be related to the component splitting
and hence to an estimate for the intermolecular electric field that is
responsible for the observed shift. Evidence for a net wavelength shift
affords an excellent exampie of the influence of charged particles on the
observed jet collision spectirum since resonance-broadened lines exhibit
no wavelength shift (Margenau and Watson, 1936; Foley, 1946). Thus In

contrast to the situation for line broadening, resonance interactions and

charged particle effects are decoupled in a line shift measurement.

*Further evidence for this conclusion is contained in the results of the
next section,
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0f the several lines given above for which Stark effect Information
is known the Cul 4531 line appeared to be the best choice for further
study. This line occurs as a partially resolved component of the Cul 4540
transition along with another nearby line, Cul L4525, No Stark effect data
has been given by Takamine for these companion lines. It is presumed that
the Stark splitting for these lines is much smaller than that for the Cul
4531 line, and hence was not observed in Takamine's experiments.."r With
the assumption that these companion lines exhibit negligible shift in the
time-resolved spectrum, the position and shift of the resonance broadened
Cul 4531 line with respect to these two adjacent lines can be measured.
Furthermore, due to the close proximity of these three lines a line shift
measurement would be uneffected by the uncertainty and error in the wave-
length scale associated with the observed spectral records.

For the Cul 5153 transition no nearby comparison lines were found
in the spectral data. Hence a line shift determination over extended
wavelength intervals would be necessary and consequently significant wave-
length scale errors would be included in a line shift measurement. The
Cul 5218, 5220 transitions which appear as one unresolved emission line on
the spectral record, were not considered since Stark effect data for Cul
5220 appears incomplete,

The resonance-broadened Cul 4531 line was split into its two Stark
components, both of which were shifted in the direction of higher wave-

lengihs. |If kp and hn represent the two Stark component wavelengths

*
Other Stark-effect eaxperiments at slightly higher electric fields were
performed by Nagacka and Suglure (1924), Fujicka and Nekamura (1927),
but were restricted to wavelengths below about 4100A,

Lo
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and xo the original wavelength, then assuming a Vinear Stark shift for
this transition
A =X +CF
P r (2-15)
Xn's}\.o-i-an
where Cp P Cn are the respective line shifts per unit electric field
and F is the eiectric fieid &t the emitting atom,

‘The mean displacement can be conveniently expressed as

8 = (kp + xn)/z -\ ' | {e-16)

or

6, = (Cp + Cn)F/E : (2-17)

The separation of the Stark components is simply

d=n, - A - (2-18;
or

d = (c, - CIF | (2-19)
Hence the ratio of component separation to mean displacement Is |

d/s = 2(C - € )/(C +C) | - {2-20)

For a quadratic Stark shift of the Cul 4531 line one has
2
A= F
p = Mot Ky
' . (2-15a)
A =X _+ KF©
n () n o
where Kp , Kn are the respective line shifts per unit eleciric fleld

squared for the p- and n- Stark components, The resultant ratio of com-

ponent separation to mean displacement is of a similar form to that of

eq (2-20), namely




*
d/és - 2(xp - Kn)/(Kp + Kn) (2-20a)

In fitting an observed spectral profile, the Cul 4531 line was split
and shifted in accord with the above relations. The wavelength positions
of the-Cui 4525 and LS540 transitions were unaltered. A multicomponent
Loventzian profile match to the observed profile at several times was
made., The procedure used In fitting the line profiles was as follows.

A single-component fit was first matched to the principal Cul 4540 line
over a wavelength region that included no partially resolved components.
This resulted in a first estimate for the Cul LS540 halfwidth. Comparison
of the observed line shape and this single-component fit indicated the
contributions of the partially resoived Cul 4525 and 4531 components to
the observed profile. Initial! estimates of tne relative intensities and
halfwidths for these two components were then made from this comparison.
A multicomponent fit to the observed line profile was made using these
initial estimates. The Cul 4531 line was shifted and split into two com-~
ponents, each having the same halfwidth as determined above. The relative
intensities of the xn- and kp lines were taken in the ratio of two to
one since a Stark split n-component has double the statisticél weight of
a p-component, (Greenstein, 1960).

By varying the resonance-broadened halfwidth values for all the
lines, the relative intensities of the Cul 4525 and 4531 components, and
the line splitting and shift of the Cul 4531 transition, a best fit to

the observed line shape was achieved. Resonance halfwidth values and

*
From Takamine's data in Table IX this ratio is for the Cul 453) line
numerically d/6_ = 2/7 .
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relative intensities for these spectral lines used to obtain the best
profile match were previously g.ven in Table Vit, part (b) and Tablie Viii
respectively. Final values of the mean shift 65 » and component separa-
tion d , for the Cul 4531 line used in the profile fits are shown in
Table X. The resultant multicomponent profiles at 5.7 and 6.7 usec were
shown above in Figs. 22 and 23. For comparison, spectral line profiles
In which the Cul L4531 line was not snlit or shifted In wavelength are
presented In Figs. 24 and 25. The shift In the observed Cul 4531 line at
each time interval is most obvious In these comparative profiles. Thus
the observed wavelength displacements can be attributed to a Stark effect
that results from an intermolecular electric field created by charged

particles in the jet collision plasma.

2.4 Neutral Atom and lon Density Estimates

Estimates of the neutral copper atom density in the jet collision
plasma can be obtained from the resonance-~broadened line-halfwidth
measurements, The Iinear dependence of a line halfwidth on the neutral
particle density discussed previously will be used in the calculations.
Observed spectral lines whose upper energy level is effected by autoion-
ization and hence exhibit a large natural line width will not be con-
sidered, In addition, oscillator strengths for two of the spectral lines
studied will be obtained from their measured halfwidths. This is of par-
ticular importance since experimentally determined oscillator strengths

for excited transitions of copper are relatively scarce.

Observed Stark wavelength shifts lead to estimates of the density
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of copper lons in the plasma. Results of Stark broadening theory will be

used to obtain the number density of copper ions and electrons in the jet

cocllision plasma.

(a) Calculation of Neutral Atom Density

Halfwidth values of the Cul 5153, 4651, and 453i spectral lines were
used to calculate the neutral copper atom density in the collision plasma.
The relation between the neutral particle density and a resonance-broad-
ened )ine-halfwidth was previously given in eq (2-8), with numerical
values of the constant in the equation shown in Table VI, Although there
are small differences between the values of the constant, Margenau and
Watson's statistical result was considered to be appropriate for further
calculations. This choice is preferable since in evaluating the constant
a linear halfwidth-neutral particle density relation was shown to be a
natural consequence of a statistical theory and requires no assumption of
an optical collision diameter, as in the impact theories. Furthermore,
in view of the high particle densities that will be shown to result from
the application of eq (2-8), frequent close encounters between emitter
and perturber particles occur and hence a statistical line theory is
appropriate,

A resonance-broadened line-halfwidth and neutra! atom density are

from eq (2-8) related as”
A= g (gaf/mvo)N - g (eafko/mc)N (2-21)

For the calculations reported here the consistent set of oscillator
strengths given by Corliss and Bozman (1962) for the Cul 5153, 4651, and

453) lines presented in Table X! were used. Halfwidth values for both
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Cul 4851 and 43531 at 5.7, 6.7, and 7.7 usec after initial jet impact were
taken from the multicomponent profile matches, part (b) of Table ViIl. At
tater times halfwidth values from single component fits were used for the
nunber density calculations.

The resultant neutral copper atom densities obtained for each of
the three spectral lines are listed in Table X1I and aiso illustrated in
Fig. 26. Error estimates inciuded in the figure indicate the sensitivity
of the line profile match in the determination of a halfwidth and do not
reflect possible systematic errors in the measurements and data reduction
techniques. Variations due to the fitting sensitivity are of the order
of t!S percent. Further discussion of the uncertainties in these results
is presented below in section 2.5. The overall agreement in the density
estimates from these three spectral lines is good. Results derived from
the Cul 5153 and 4651 halfwidths are especially close throughout most of
the time interval studied. The neutral atom density in the jet collision

19 o3

plasma is seen to be of the order of & x 10
The structure and radliative transport processes in the expanding
Jet collision sheet have been studied by Lukasik, et al (1964). The time

varlation of material density along the radius of the expanding sheet has

been calculated from a filuid-dynamic model of the jet collision. Typical

*
For A in angstrom units one has numerically

A= (4L.68 10“6) fkg N (2-21a)

where A(anguiar frequency units) = 2w A (sec") and

A(angstrom) = 108 A(cm) = kglc x 103 x A (sec'i)




profiles show a mcderate increase in material density in a radially out-
ward directicn from the point of jet impact, i.e. the center of the
expanding sheet. After reaching a maximum value at about 50 percent of
the radlal distance from the center to the front of the sheet, the density
profiie falls rapidly to zero at the front. Numerical soiutions of the
radiative transport equations using these density profiles and calculated
optical opacity values were performed by Lukasik, et al. The results of
these calculations indicate that the observed spectral! radiation comes
from a spatially narrow region between the expanding front of the colli-
sion sheet and the radial position of peak density. Thus the neutral
copper atom densities measured from resonance-broadened halfwidths are
indicative of conditions in this region.

A variation of the neutral atom density with time is apparent in
Fig. 26. The particle density initially decreases until about 9 usec
after jet impact and then increases. This feature of the spectral record
is in accord with results of the fluid-dynamic model., In particular one
can show that the front of the expanding sheet moves with a constant
velocity. The calculated time of arrival of the expanding sheet at the
vacuum chamber wall is 8.8 usec from jet impact. This is in excellent
agreement with the observed time for a minimum atom density of about
9 usec, What is thought to occur physically is that after the expanding
sheet strikes the chamber wall a compressive shock is reflected radially
inward along the sheet. This inward-moving shock compresses the material
in the sheet. The observed increase in neutral atom density after 9 usec

is in agreement with this qualitative prediction. Furthermore, a wall

collision will resuit in radiative recombinations of the excited jet
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material and heating of the chamber wall, which would correspond to the
onset of a background continuum during the relight phase. At the same
time the increase in atom density leads to the copper absorption lines in
the time-resolved spectrum (Fig., 14).

Since the observed halfwidtns are governed by eq {2-21) coupling
halfwidth measurements of other lines with the now known number densities
can be used to determine transition probabilities, Osciilator strengths
for the Cul L4643 and 4525 transitions have been determined in this manner.
At a given time after jet Impact the ratio of halfwidths for two resonance
broadened lines L kj can be expressed as, (see eq (2-21a))

AAp = £ /8 x o)) (2-22)
if the oscillator strength of one of the lines is known then the oscilla~
tor strength of the second line can be obtained from this halfwidth ratio.
The Cul L4651 transition was chosen as a reference line since its oscilla-
tor strength is known and its wavelength is close to the Cul 4643 and
4525 lines. Comparison line halfwidths were taken from part (b) of Table
Vit; the Cul b651 oscillator strength was given in Table X1. Halfwidth
ratios Ah6h3/Ah65l and AASESIAQGSI’ were calculated at the three times for
which multicomponent profile fits were made. The oscillator strengths
obtained for these lines are given in Table X1i1. The three values indi-
cated for each line are derived from the measured halfwidths at the three
early times, A weighted mean oscillator strength for each spectral line
Is also shown in the table, The relative intensities of the observed
spectral lines given in Table VIiil, were used to weight the individual

f-number values in determining the mean. This reflects the sensitivity

of the fitting process in a determination of parameters that define a
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resonance~-broadened 1ine profile.

(b} Calculation of ion Density

The observed wavelength displacements of the Cul 4531 transition
are due to a Stark splitting and shift of this line, a consequence of the
intermolecular electric field that exists in the jet collision plasma.
The resultant line shifts are a measure of this field strength which in
turn is established by the density of charged particles in the plasma.
Copper lons and hence electrons are known to exist in the jet collision
products as evidenced by the appearance of characteristic ion lines in
the time-resolved spectrum, Contributions to the intermolecular fleld
from the low pressure helium gas in the vacuum chamber which may have
been partially lonized by coliisions with the expanding jet plasma are
extremely small in view of the low helium density and the high copper ion
density found to exist in the plasma.

Consider an emitting (neutral) atom in the presence of a number of
perturbing ions and electrons, The-net electric field at the position of
the emitter Is the sum of individual contributions from all particles,
For every charged particle configuration there will be a corresponding
net electric field strength. By virtue of the motion of these charges
thelr positions will change with time and so also will the value of the
electric field strength. As a result there is a probability distribution
for the field at the emitter; Stark splitting and shifts will be governed
by this distribution. Each Stark component of a spectral line will be
broadened and displaced in accord with the local field distribution, In

the absence of other broadening mechanisms thke sum of the contributions

from each Stark component will form the total line profile. If the Stark
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component lines are symmetrically displaced about the center wavelength,
(as is the case for hydrogen), then the line profile will only be broad-
ened by the presence of charged particles. On the other hand if the

pattern of the Stark splitting is asymmetric about the center wavelength
the total line shape will indicate in addition 8 wavelength displacement

determined by the Torm of the electric field distribution.

Holtsmark Theory-Linear Stark Effect
Holismark (1919, i192%4) first derived a probabiiity distribution from
a statistical theory for the electric field strength at the emitter due to

the presence of nearby ions. If F represents the magnitude of the

field and F° an average field strength given by

Fo = 2.61 e Ni2/3 (2-27)

where e is the electronic charge in cgs units and N, the number dens~
ity of ions then the Holtsmark distribution, usuvally represented as W(B),
can be expressed as a function of the dimensionless ratio,

8= F/Fo (2-24)

Tables, graphs and asymptotic representations of the function W(B) can
be found in the literature (Margenau and Lewis, 1959; Greenstein, 1960;
Breene, 1961). Under the influence of this electric field distribution
each Stark component of a spectral transition will be shifted to various
frequencies In accord with the probability function W(B) . |If av, is

the shift due to the average field Fo then for a linear Stark effect

* .

For most physically realizatle plasma densities and temperatures, inciud-

ing that plasma reported here, electron effects cannot be treated by a
statistical theory but are described by an Iimpact theory, (Margerau, (1959)).
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where

Av = C, F (2-28)

one has

AV/Av, = F/F = B (2-26)

Sv s the Frequency difference from the normal position of the line and
Ci is the Stark displacement per unit electric field for the ith Stark

component of a line. The spectral line intensity distribution J(AV) ,

is given in terms of the Holtsmark function as (Henkel, 195L; Griem,

et al, 1959; Penner, 1959; Greenstein, 1960)

SI Av
Jav) = £ WEED) (2-27)
P i
where S is the relative intensity of the ith Stark component. The peak
of each component will be displaced by an amount
(avy /e F =B , (2-28)

where B ax is the value of B for which W(B) is a maximum. Thus for
a spectral line with only two Stark components the mean line shift is
,.l{ }

8, = 3 (ém)p + CAv)n

or
1
b =3 (cp M cn) F oPax (2-29)
A value for the averane eicctric field can be obtained from a

measured shift bs . The jon density corresponding to this field strength
can then be calculated from eq (2-23). Copper ion densities in the jet
collision plasma were computed in this manner from the measured line shifts

*
of the Cul 4531 line given in Table X. The results shown in Table XIV

* ”~
A vaiue of amax

of 1.5 was used for the calculations (Breene, i1957)




Indlicate that lon densities of the arder of § »x §ng cm’g are obtained

from such a treatment of linsar Stark displacements using Holtsmark's

theory,

Folded Distribution=Linear Stark Effect

in cartain situations the Holtsmark theory has proven to be quite
adequate in the descriptidn of the influence of ionic fields on spectral
lines (Edels and Craggs, 1951; Olsen and Huxford, 1952; Lochte-Holtgreven,
1958) . Recent investigations have shown that 2 relian-e on the Hoitsmark
theory is possible for low charged particle densities, of the order of
1016 cm-3 or less; however for higher densities electron effects should
be included into a more comprehensive theory, Combined lon and electron
effects at high densities on the Stark broadening of hydrocen lines have
recently been studied by Greim (1954}, Koit (1956), Baranger (1958), Kolb
and Griem {1958), Griem, Kolb and Shen (1959). Comparative experiments
performed by Henkel (1954), Turner (1956), and Bogen (1957) have shown
that the inclusion of electronic contributlons to hydrogen line profiles
result in a substantially improved fit than just the Holtsmark profile
alone and that the added electron broadening is comparable in magnitude
to the ionic broadening in the wings of a spectral line, Their Stark

broadened hydrogen lines were found to be well represented by an expres-

sion of the form

J(Vv) = const x ‘f W(F) J(v,F) df (2-30)
o

where W(F) is the Holtsmark distribution function and J(v,F) is the

electron contribution to the line broadening. From impact theory the

electron broadened profile is given by (Margenau and Lewis, 1959},

g
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J{v,F}) = constf((v-vg - CF)E + ?2) {(2-31)

where vy is the halfwidth of the electron-broadened proflile and C s
the Stark displacement per unit field for a Stark component of a line.
A complete line profile is generated by evaluating the folded distribu-
tion, eq (2-30) for all Stark components.

Direct evidence for spectral line shifts due to the presence of a
high elect:on density is not apparent in their experiments since the
linear Stark splitting for hydrogen 5 symmetric about the central wave-
length. Line shifts in helium and argon which exhibit an asymmetric quad-
ratic Stark pattern have been experimentally studied by Seay, et al (1961)
and Petschek, et al (1955). Seay, et al investigated several helium lines
and compared their experimentally~determined line profiles and shifts with
computed profiles and shifts, using quantum mechanical electron halfwidth
and shift calculations of Kivel (1955)., The uncertainties In the neces-
sary matrix elements for argon made theoretical comparisons with the
measurements of Petschek, et al somewhat difficult. Nevertheless. it was
shown in both cases that the observed line shifts were greater than those
predicated from Holtsmark's theory alone and indicated that high electron
densities can also contribute to a spectral line shift.

Estimates of line shifts in the time-resolved spectrum due to the
simultaneous action of copper ions and electrons present in the jet colli-
sion plasma were also made. The calculations consisted of a determination
of the combined electron-ion broadened line profile for both Stark split
components of the Cul 4531 transition, by application of eqs (2-30) and

*
(2-31). For a given cl.arged particle density the shift of the peak

* .
Equal lon and electron densities were assumed.

’
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position of the line were found. Kolb's expression for the electron
broadenad halfwidth ¥ was used {see Appendix G). The variation of Cul
L4531 mean line shift 5s , with particle density found In this manner Is
glven in Fig. 27. For comparison, line shifts predicted by Holtsmark's
theory (eq (2-29)), are also shown. Thus the measured line shifts given
in Table X lead to the revised numerical estimates for the ion and slec~
tron density shown in Table XIV. Chargeu particle densities in the jet
coliision plasma of the order of & x 10‘8 cm“3 are indicated and are about
15 percent smaller than the corresponding density estimates found using
Holtsmark's theory alone as was [llustrated in Fig. 27. Descriptions of

the Fortran programs employed in these computations are given in Appen~

dix G.

Holtsmark Theory -Quadratic Stark Effect

The nature of the dependence of the Cuil 4531 line shift with applied
electric field bears further investigation, The displacement of an energy
level under the influence 6f an electric field depends upon the proximity
of other nearby perturbing en:rgy levels with opposite parity to that of
the emitting level {Condon and Shortley, 1959; Minnhagen, 1964). If these
perturbing levels are energetically close to the excited level of concern
then the spectral transition originating from this level will exhilLit a
linear Stark shift with applied fleid.* 1f on the other hand the excited

level is far removed from other perturbing levels, then higher order line

*The Stark displacements of lower energy states are in general much smaller
than those of the upper states so that the observed shifts are for the
most part indicative of the Stark displacement of the upper level of a
transition,
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shifts are prevalent. Ffor example, hydrogen spectral llines exhibit iarge
tingar Stark displacements at iow fieid strengths due to the degeneracy
of exclted levels in the absence of an electric fleld. As the field
strength is increased this degeneracy is removed, i.e., the initially
overlapping levels are further separated. As a result of this Increased
level separation a quadratic verlation of the line shift with electric
field becomes important {Kolb, 1956). Alternately, the NaD-lines show
only a quadratic Stark effect since the upper levels for these transi-

* ons are far removed from other perturbing states {White, 1934).

Cul energy level tabulations {Moore, 1952) indicate that the near-
=5t perturbing states of opposite parity to the 6525 upper level for the
Cui 4531 line are the 6p2P° states, some 2000 cm-} removed, Whether this
energy separation is sufficient to indicate a clear choice between a
linsar or higher order Stark effect for the Cul 4531 line is not certain,
However, the following considerations strongly suggest that the Cul 4531
Itne exhibits a quadratic Stark effect.

Hydrogen term separations for which a linear Stark effect predomi-

3

D levels of
{

nates are extremely small, of the order of 0.05 cm-‘. The 7d
hellum interacting with nearby levels at a separation of about 150 cm”
produce a first order Stark effect in fields of about 100 kv/um. Some-
what closer to the copper level spacing under consideration are the
Iinteracting 5525, SpePo, and SdeD states associated with the principal
series of potassium, Typical energy separations are of -he order of
4000-5000 cm-'. These levels show quadratic Stark displacements in fields
of the order of 100 kv/cm. At the uppe- extreme perturbing level spacings

about the 3p2P° states for the NaD-lines which show a quadratic Stark
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effect are in excess of 10,000 cm~§.

Thus, these comparisons indlcate that the Cu! 4531 line exhibits a
quadratic Stark shift with electric field., Although both Holtsmark and
Trumpy (1925), and Margenau and Watson (1936) have considered Tekamlne's
Stark effect measurements to imply a linear varlation with applied elec-
tric fleld, Fujioka and Nakamura's measurements for several spectral lines
of silver show a mixture of linear and non-iinear Stark component dis-
placements under experimental conditions similar to those for which the
copper line shifts were measured,

Previous ion density estimates must be revised to reflect the quade
ratic nature of the Cul 4531 Stark splitting and shift. In analogy to
eq (2-29) the mean line shift is now given by
)2

|
65 - (Kp * Kn)(go Prax

(2-32)
where Kp, Kn are the line shifts per unit electric field squared for

the p- and n- Stark components respectively. Copper ion densfties in the
jet collision plasma werercomputed from the measured line shifts of the
Cul 4531 line given in Table X and from the relation between the average
intermolecular field strength and the ion density by means of eqs (2-32)
ard (2-23) respectively. The results given In Table XIV indicate that

ion densities of the order of L x 30'7 cm”3 are present in the jet colli-
sion plasma. These estimates are lower by a factor of ten from previous
results. The variation of the Cul 4531 mean line shift &, » with ion
density found in this manner is also given in Fig. 27. Estimates of the
electron con.ribution to the observed line shift, obtained from an eval-

uation of the folded distribution for a quadratic Stark effect, were not

made since the electronic contributions were previously found to be small.
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2.5 Error and Uncertainty Estimates

A number of systematic errors in the measurements and data reduction
procedures are Iinherent in the above results, The extent to which these
wrrors Influence the overall accuracy of these resuits 13 discussed here,
No attempt has been made to ascertain limits of error in each detalled
measurement and calculation; instead uncertainty estimates arrived at by
studying typical situations were considered to be applicable to all other

similar measurements.

(a) Film Sensitivity

The halfwidth of a spectral line as determined from a line profile
will depend upon the value of the slope of the photometric emulsion cali-
bration <Y used to obtain the line shape. A variation in vy will in
general alter this .rofile and hence the observed halfwidth of the spec-
tral line. Photometric calibration studies summarized in Table V indicate
that the uncertainty in v is of the order of 0.1 density unit about a
mean value of unity. To ascertain the sensitivity of a measured iine
halfwidth to this vy-uncertainty three profiles of the Cul 5153 line at
8.7 usec were constructed using values for y of 0.9, 1.0, and 1.1,
The total observed halfwidth of this line is about LA, The maximum devi-
ation in the total halfwidth were found to be of the order of 0.3A or
about 2 percent of the total halfwidth. This estimate is considered to
be representative of the error in all halfwidth measurements since the
line profiles studied extended over comparable ranges in film density.
Thus, the uncertainty in a total halfwidth determination is of the order

of L2 percent over the total range of observed line halfwidths,




57

(b) Wavelength Catlibration Effect on Line Width
Errors in the wavelength scale callbration of a densitometer trace
will also distort the observed profile and affect the accuracy of the

halfwidth measurement. The transformation from a horizontal position

measurement to wavelength on each densitometer record was attained with a

dispersion curve of the form

v = &+ bx +cx2 (2-33)
where v is the wavenumber of reciprocal wavelength corresponding to the
position x ., The coefficients a,b,c were determined from a least square
fit of eq (2-33) using the measured positions of known spectral lines on
each densitometer trace, (see Appendix C}. The error in a given wave-
number measurement can be expressed in terms of the uncertainties in the
numerical coefficients and the error in a position measurement, (Beers,

1958). Position errors were negligibly small as evidenced by the resolu-

tion of the densitometer record scanning device (Gerber model $-10-C) and

the repeatability of successive position measurements. It was found that
the quadratic term in eq (2-33) was comparatively small and could also be
neglected In estimating errors, From the approximate relation

v.g, a + bx : : {2-34)
the contribution to the overall accuracy in wavelength due fo uncertain-
ties in the coefficient & were of the order of 1A. Error contributions
due to uncertainties In b were much smaller, of the order of 0.05 to
0.10A for the range of observed line widths. This latter estimate is of
importance here since wavelength differences from a center wavelength
value were used for all data points describing a line profile. Thus the

distortions of an observed line profile in the wavelength direction and
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the consequent uncertainties in the total line halfwidth are of the order
of 0.05 to 0.10A. This amounts to about | percent of a typical line haif-

width,

{c} Spectrograph $1it Width

For a glven line shape errors in the slit width value at the wave-~
tength of the observed line contribute to the error in a measured reson-
ance halfwidth as determined from a Lorentzian profile fit. Fits to the
sample Cul 5153 iine were made In which ten psrcent variations were intro-
duced for both the 2ssigned s)it width and resonance halfwidth values,
All three profiles appeared to adequately represent the observed line
shape. Larger variations resulted in a degradation of the qualtity of the
profile fit., Experlence in the determination of a number of single com-
ponent Lorentzian line profiles have indicated in general that the con-
structlon of a given profile with approximately ten percent variations in
either the slit width or resonance halfwidths can result In an acceptable
profile match, For multiéomponent Lorentzian line profiles small changes
of the order of ten to fifteen percent in the slit width, resonarce half-
widths, and relative intensitles of the spectral comprnent wére also found

to yield acceptable line fits,

(d) Densitometer S1it Width

The finite width of the densitometer entrance slit will modify the
shape and hence the breadth of a spectral line. This comes about due to
an averaging of the film density across the densitometer entrance siit.
Estimates of the densitometer siit broadening given in Appendix H indlicate

that the error In the calculated profile #(v) , depends upon the square

of the dimensioniess ratio of the densitometer siit width (in waveiength
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units) to resonance halfwidth A . For the stit width used in obtaining
the densitometer records and typical resonance halfwidths as gliven in
Yable Vil the maximun error In the calculated profile is less than one

percent.

(e} Absolute Oscillator Strength

The accuracy of the neutral atom density estimates Is in part gliven
by the above variations in resonance halfwidths, Errors in the oscillator
strength values used in the density calculations can also affort signifi-
cant contributions. Corliss and Bozman (1962) have assessed the accuracy
of their oscillator strength determinations and have found that their
absolute f-values can be in error by as much as a factor of two due to
uncertainties in their measurements and the associated data reduction,
This is by far the largest source of error in the neutral atom number

density evaluations.

(f) Self-Absorption

In view of the relatively high particle densities found to exist In
the jet collision plasma, the effects of self-absorption on the collision
luminosity must be considered, The intensity of the spectral line radia-
tion from interior portions of the plasma will, in general, be diminished
upon passage through the absorbing exterior regions. This will result in
a distortion of the observed line profile and consequently an error in a
messured line halfwidth. The overall agreement in the neutral atom number
density estimates for the three lines.studied offers indirect evidence
that ~bsorption effects have not significantly altered the observed line

shapes. (n particular, the close agreement in particle density values

derived from halfwidth measurements of the Cul 4651 and 5153 lines is
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encouraging since these lines represent transitions with lower energy
levels that are about 2ev apart and have oscililator strengths that differ
by a factor of two. Thus, these lines could be expected to exhibit dif-
ferences due to varying amounts of self-absorption. Nevertheless, it is
of importance to further investigate the extent to which self-absorption
could modify the observed spectral line radlation, A decrease in intensity
of & spectral profile about the line center will lead to an error in a
line halfwidth measurement. This will result in an overestimate of the
true line halfwidth and consequently of the neutral particle density value
derived from this estimate.

In order to study the effects of self-absorption consider an array
of plane-parallel! absorbing regions which are traversed by radiation with
an initially-known profile Jo(v) . Let the number of absorbing particles
and temperature of each region differ from that of adjacent regions. After
passage through the first absorbing section, the profile of the emerging
radiation will be given by (Chandrasekhar, 1939; Aller, 1953)

-1, (v)

J‘(v) = Jo(v) e (2-35)

where 1‘(v) is the optlical depth and Jt(v) the resultant intensity.
The optical depth is frequency-dependent, i.e., the spectral line Is
selectively absorbed. This Intensity profile will in turn be further

altered upon passage through the second absorbing section as

-1,5(v)
Je(v) = J'(v) e

tn general, for the jth slab

-7, (v)

Jj(v) - Jj-l(v) e (2-36)
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and hence for the radiation exiting from the reglicns of absorption after

traversing a distance R from the entrance face

1o (V) :

Jplv) = 4, (v) e (2-37) i

The optical depth of the jth region, -1}(v} ; I8 known in terms of g

the atomic absorption coefficient qj(v) and the number density of absorb- ?
Ing atoms Na ; 8% %
TJ(V) - g[ Naaj(v) dr . (2-38) %

"j-1 1

The atomic absorption coefficient is given a5 (Penner, 1959; Kuiper, 1962; g

Allen, 1963)

2 f
alv) = T X abs (2-39)

me )n@ (v-v°)2 + (y/bn)e

where vy Is the collision damping constant or halfwidth due to broadening

*
the absorption oscillator strength, v_ the center

collisions, f o

abs
frequency of the line, and e,m,c have th.ir usual meanings.

Self-absorption effects on spectral line radiation from the interlor
of the jet collision plasma upon traversal through the outer 7ringes of the

plasma were derived from this one-dimens ional representation. Particle

density and temperature profiles obtained from the fluid-dynamic mode!

*fhe magnitude of the emission and absorption oscillator strengths are
related by

Y fem "9 fabs

where 9, » 9 are the statistical weights of the upper and lower states

of the transition.
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of a jet collision were used in calculating abscrption coefiicients and
optical depths. Previous results (section 2.4) have indicated that the
observed radiation originates from & spatially narrow region between the
expanding front of the collision sheet and the position of peak density.
That is, ths observed spectral line profile is fully developed in this
narrow region. Thus the rpdiation incident upon the absorbing layers was
assumed to have a resonance-broadened profile whose halfwidth was deter-
mined from the measured neutral atom density. The entrance face of the
exterior absorbing layers was at the radial position at which the measured
atom density was equal to the calculated density.* This mcdel appeared
reasonable since the absorbiyg layers under consideration corresponded to
a region of the calculated profiles where both the particle density and
temperatures were rapidly decreasing as one progressed towards the exit
face or front of the plasma. Furthermore, the observed profile would be
a close reproduction of the incident profile if self-absorption effects
are small, as Is indicated by the above mentioned agreement in neutral
atom dens ity estimates derived from Cul 4651 and 5153 halfwidth measure-
ments.

Numerical calculations for the optical depth and emerging spectral
line profile determined by eqs (2-36), (2-38), and (2-39) were performed.
Details of the computer program used and typical results are contained in
Appendix |. The computed spectral profiles of the Cul 4651 and 5153

transitions for two values of the time after impact are shown in the

*This assumpt ion will tend to overestimate the amount of absorption since
one neglects the decrease in the number of absorbing particles due to
ionization. The effect is small, however, for the degree of ionization
found to exist in the collision plasma.




flgures of this appendix. The magnitude of the temperature of the
material at the entrance face of the absorbing layers appeared as @
parsmeter in the calculation and Is Indicated in the figures, Each line
profile was normalized to the maximum Intensity value appearing as a
result of the computation to faciiitate comparison with previousiy dis~
played {ine profiles,

For the Cul 4651 line sbsorption effects are negligible below a
temperature of about 4000°A: the line center has been diminished by at
most & few percent. In the temperature range between 4000 and 5000°A
sbsorption becomes pronounced as indicated by the increased width of the
line and the appearance of a characteristic dip or self-reversa! at the
line core. Above 5000°A the spectral line Is strongly attenuated and
distorted,

Similarly for the Cul 5153 transition, profile distortions due to
self-absorption are small for temperatures below 3000°A. Between 3000
and 4000° absorption effects are noticeable, again as indicated by the
increased width of the line and self-reversal at the line center, Above
4000°A the Cutl 5153 line is strongly attenuated and distorted,

Estimates of the degree of self-absorption in the observed spectral
lines can be obtained by a compar!son of the observed line shapes and the
computed profiles in the vicinity of the line center, under the assump-
tion that observed distortions from the fitted curves are attributable to
absorption effects. A f;w of the Cul 4651 line shapes iIn Fig. 19 exhibit
a decrease In Intensity at the line core, . which the most pronounced dip

appsars with the 6.7 usec result (see als. 'g. 21). The two side peaks

separated by about A for this profile. Keeping In mind that the

63

cewron b A

Aaasont o ®

AL s i, BT Tt 4




spectrograph entrance slit width has essenttally smoothed varlations in
the observed iine profiles, but that side peak separations are relatively
unchanged by entrance modifications, comparison with approprlate computed
absorption profiles suggests that errors in a halfwidth determination may
be of the order of 4O to 50 percent in this ca;e. for the Cul 5153 line
profiles in Fig. 20 similar absorption effects are seen to occur, In
particular the line profile at 7.7 usec shows a dip In the line center
and a side peak separation of about 3A. Comparison with self-absorbed
profiles again indicates a L0 to 50 percent error in halfwidth, Since
raéiatlon source contributions from the nearby exterior plasma layers
have not peen Included in these absorption profile calculations these
errors are at best crude and reflect extreme upper limits on the measured
halfwidt - uncertainty, i.e. line halfwidth errors due to selective absorp-

tion of an observed spectral line are significantly less than 50 percent.

(g) Wavelength Calibration Effect on Line Shift

There are severa! systematic uncertainties that can iInfluence the
determination of the lon density in the jet collision plasma. 1In order
for the ob;erved Tine shifts of the Cut_hSB! transition to be meaningful,
the magnitude of the shift must be significantly greater than the error
in a wavelength position measurement. |t has been previously indicated
that uncertainties in the wavelength differances from a center wavelength
value were smaiil for the data points describing an obsarved line profile.
In the vicinity of the Cul 4531 line, wavelength value errors are of the

order of 0.05A. Such an error is small compared to the observed line

shifts which are about 1A (see Table X).




(h) Effect of Fitting Sensitivity on Line Shift

Furthermore, It was found that uncertainties in the measurement of
8 line shift due to the line profile fitting procedure were also small,
spproximately 0.1A, That Is, variations of the shift of the observed Cul

4531 line of this magnitude could be tolerated In the determination of a

best match fine profile., Thus, the combined error In a line shift measure-

ment due to the mechanics of the data reduction and profile fitting are
about 15 percent. The corresponding uncertainty in an ion density value
detarmined from a measured shift is of the order of 15 to 26 percent in

view of the power law relations between line shift and ion density,

(1) Precision of Stark Coefficients

Another source of error appears in the values of the Stark coeffic-
lents for the spectrzl line used In the ion density calculations. In the
laboratory measurements of these coefficlents the wavelength splitting
and shifts are very smaltl {c.f, Table IX). In addition the simultaneous
slectric field measurements introduce another element of uncertainty.
Hence the Stark coefficients can be_sﬁbject to relatively large errors.
To ascertain the magnitude of the variations in a measured Stark coeffic-

lent 8 comparison of the available Stark effect data for several copper

lines obtained by different investigators was made. The results presented

as linesr Stark coefflcients are given in Table XV. For each of the tab-
ulated spectral lines there is agreement as to the direction of the line
shift with applied electric field for both normel and paralle!l Stark com-
ponents, However, factor of two variations in the magnitude of the line
shift per unit field are seen to exist in seversl! comparisons. It Is

unfortunate that only one of the investigators (Takamine) has measured
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the Stark splitting and shift for the Cul 4531 transition. Thus a direct
indication of the rellabitity of the Stark coefficients for this spectral
line is lacking. If one assumes that the variations In the Cul 4531 Stark
data used In the ion density determinations are at worse in error by 3
factor of two, then the resultant lon density values will be in error by

approx imately & factor of three,

(3) validity of Stark Coefficient Measurements

There is another systematic uncertainty in the lon density catlcula-
tions that deserve mention but for lack of sufficient data cannot be
quantitatively evaluated. At such hfgh ion densities tha mean intermoie-
cular electric field, 1.e. F_ In eq {2-23), is very large. Typically
for an ion density of !O‘B cm-3 this field is about 375 kv/cm, Thls is
much greater than the electric fields of the order of 50 kv/cm used to
experimentally study the Stark effect for copper transitions, Thus there
Is a possibility that further line splitting and shifts may result with
the extremely high fields that exist In the jet collision plasma., Takamine
has observed the appearance of such additional Stark components at high
fleld strengths for several other copper spectral iines. The net effect
of these added Stark components on the mean shift of the observed Cul 4531
line will depend in detail upon the magnitude and wavelength direction in

which the presumed line splitting progresses.

(k) validity of Assumption of Negligible Shift of Central Component
In an effort to avoid large errors in the determination of the Cul
4531 line shift due to the limited wavelength resolution of the time-

resolved spectrum, shifts relative to the nearby Cul 4540 transition were

measured., This implies that the Cul 4540 line exhibits a negligible shift




under the physical conditions existing in the !et collision plasma. Con-
sequently the adequacy of a Cul 4531 line shift measurement as a good
indicator of the copper ion density in this experiment depends upon the
degree of validity of this assumption. There are two factors which indi-
cate that Cul 4540 line shifts are indeed negligible in this experiment.
The nearest perturbing states of the ehD upper level for the Cul 4S540

4 o

transition are the x Po, ) £O

levels in the anomalous term confligura-
tion for copper. Typical energy separations are about 7000 cm't between
these perturbing states and the e&D level of concern. Since the Stark
shift is inversely proportional to the separation of interacting levels
one can therefore expect any shift in the observed Cul 4540 line to be
smaller than the corresponding Cul 4531 shift for which the energy sepa-
ration of the nearest perturbing leve! is, as pointed out previously,
2000 em !
Furthermore there is evidence for a negligible line shift contained
In the previous analysis of the time-resolved spectral data. The Cul U65)
transition, studled In conjunction with the Cul 4643 line, is a component
of the same multiplet as the Cul 4540 line. Hence the magnitude and direc-
tion of its wavelength displacement in an electric field should be compar-
able to that for the Cul 4540 tine (Lochte-Holtgreven, 1938). Multicom-
ponent Lorentzian profile fits to the Cul 4651-L6L3 pair were shown to
match the observed line profiles. No line shifts of either component were
introduced into the profile match. Since the e20 upper leve! of the Cul
L6L3 transition is a component of a different multiplet complex the wave-
length direction of its Stark splitting and shift pattern could be differ-

ent from that of either the Cul 4651 or 454D 1ine. Also this level is

about 7000 Cm'l removed from potential interacting states and hence the
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magnitude of a Stark shift for this line wouid be comparable to that of
the Cul 4540 shift, Since no relative 1ine shift of the Cul 4643 line
was necessary to achieve a good match to the observed Cul U651 profile,

the assumption of a negligible Cui L4540 line shift appesrs justifiable.

2.6 Plasma Temperature £stimates

Estimates of the temperatures that exlist in the collision plasma
can be obtained from previous results in several indeperndent ways. If
the neutral atoms are in thermal equilibrium then the relative popula-
tions of excited states are governed by Boltzmann factors, The ratio of
the total light intensity of two spectral lines of the neutral atom orig-
inating from two upper energy levels in thermal e-uilibrium with energies

Ei’E can be written as

J
Ij/li = (v?gjfj)/(v?gifi) exp(Ei-Ej/kT) (2-40)

where 1 represents the total line intensity, v the center frequency,
f the oscillator strength for the transition, g the statistical weight
of the upper energy level, k the Boltzmann constant, and % the abso-
lute temperature, (Lochte-Holtgreven, 1958; Donohue and Majkowski, 1962;
Griem, 1964). The total light intensity is given by the integral of the

spectral profile over the full extent of the line, i.e.
| = f J(v) dv (2-41)

For 8 resonance-broadened iine whose profile is described by eq (2-7)
the total light intensity is determined by the product A J(vo) where

A is the resonance halfwidth and J(vo) the peak intensity at the center




frequency v, The ratio of total light intensities for two resonance-

broadened lines is then given by

'j/'l = Aij(vj)/AiJi(vi) (2-42)

where Vv, are the center frequencies of the two lines. Thus, if the

J
osciliator strengths for the spectral! transitions are known then a tempera-
ture T can be calculated from the intensity ratios of eqs (2-40) and
(2-42) .

Values of the temperature at 5.7, 6.7, and 7.7 usec after initial
jet impact have been obtained from the measured resonance halfwidths and
relative peak intensitlies of the observed Cul 4651-4643 and Cul L531-4525
pairs. The resultant estimates given in Table XVI and Fig. 2B indicate
that the temperature of the region from which the radiation originates
is of the order of loh %k and decreases with time.

The degree of ionization in a plasma in thermal equilibrium is
governed by the Saha equation. Estimates of the temperature can also be

obtained from the Saha equation relating the equilibrium distributions

*
of lons, electrons, and neutral atoms as

M2 0 (7) 3/2
WUUm e el e (2-43)

where Ni is the number density of ions, N the number density of

neutral atoms, UI(T) and U(T) the partition function for the ion and

neutral atom, E_ the ionization potential, T the absolute temperature,

and the constants m,k, and h have their usual meanings. The ionization

* . R .
tqual ion and electron densities are assumed.




potentia, Is given by the first lonization potential of the free atom

reduced by the Coulomb interaction energy of the plasma AE_ where

:.‘.E'sszi%z {%ﬁ Ni}UB & 7.0 x ¥0-7(N1)U3 {2-44)
for N; in cm-3 and Aiw in ev, (Allen, 1963}).

Temperature estimates have been obtained from the Saha equation
using the measured jet collision plasma ion and neutral atom densities,
and are also given in Table XvVi and Fig- 28 at several times after
Initial impact. Temperatures are seen to be of the order of 6 x 103 %
and show & moderate decrease with time after impact.

The shape of the background continuum in the time-resolved spectrum
can also yield a temperature estimate. For temperatures between 5000 and

7000°K a black body spectrum has a peak intensity that falls within the

LLOO-5300A range of the time-resolved spectrum. In particular the wave~
length at peak intensity AL is given by Wien'’s law
A, T =0.289% (2-45)

for A_ incmand T in % (Joos, 1951). Ascribing a black body shape
to the observed continuum in the time-resolved spectrum the peak intensity
occurred at a wavelength in the vicinity of 5000A at a time of 6.7 usec
after impact. The asc~ciated black body temperature is about 5.8 x 003 %
and is in close agreement with previous temperature estimates at this time.
Jet collision plasma temperatures have also been obtained from the
fluid-dynamic collision model. The variatior with time of the tempera-
ture at the center of impact and at the spatial region in the expanding

sheet from which the observed radiation originates is Illustrated in
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Fig. 2B. Both curves show the expected decrease in temperature with in-
creasing time, but the calculated temperature values are about a factor

of seven lower in magnitude that the temperature estimates previously
described. As will be shown this discrepar ; can be expected since the
fluid-dynamic calculations infer heavy particle temperatures, whereas

the estimates derived from spectral observations are electron temperatures.

The temperature of a gas determines the distribution of internal
energy for all the different constituants present in the gas in &ccord
with a Boltzmann distribution. The internal energy Is composed of the
kinetic energy of the free electrons, ifons, and neutral atoms, and of the
excitation energy of the ions and neutral atoms. The partition of the
internal energy is determined by collisional and radiative processes in
the plasma. If collisions are the predominent mechanism in determining
the state of the gas then thermal equilibrium can be expected, (Dewan,
1961).

Ambartsumyan (1958).has calculated the ratio of the rate of foni-
zation by electron impact to the rate of ionization due to photo-absorp-
tion. For the electron densities and temperatures found to exist in a
Jjet collision plasma, the electron-induced ionization rate exceeded that
due to radlative absorption by about a factor of ten. Due to their
relatively low velocities and hence collision frequencies, heavy particle
collision-ionization rates are also negligible. Furthermore Griem (196%4)
has indicated that if the relative populations of the neutral atom ground

state and first excited level are governed by a Boltmmann factor contain-

ing the electron temperature, then the reiative pupulations of all higher
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levels and the degree of ionization are also determined from appropriate
therma! equilibrium relations in terms of the electron temperature.
The condition that the collisional-excitation rate of the first excited
level exceed the ratiative-population rate leads to a minimum value of
the electron density at a given temperature that is required to assure
thermal equilibrium of all the excited states of the atom. The electron
densities and temperatures in a jet collision plasma easiiy fulfill this
minimum requirement. Thus the electrons, ions and atoms of the coliision
plasma are in thermal equilibrium and the above temperature estimates
derived from relative line intensity measurements and neutral atom-ion
equilibrium relations are to be interpreted as electron temperatures.
Electron-electron collisions will establish a Maxwellian velocity
distribution for the electrons while the heavier particle collisions
will also yield a velocity distribution for the ions and atoms but at
a temperature that may differ from the electron temperature. The
electrons will reach an equilibrium distribution more rapidly than the
heavier atoms due to their greater velocity and coliision frequency.
Finally, energy equipartition between all the particles comes about by
electron-ion and electron-atom collisions. The time scale in which
energy equipartition comzs about Is much greater than the time scale
in which electrons and heavy particles establish their Maxwellian dis~-
tribution due to the small energy transfer in an electron-heavy particle
encounter, a consequence of the iarge particle to electron mass ratio.
Using Griem's estimate of the equilibration time for the electrons to

attain their distribution via electron-electron collisions sand the

electron densities and temperatures found in this work, the estimated
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electron equilibriun time is of the order of IO‘II sec. To permit

collisional excitation of the atoms and ionlza*lion to become established

one should allow a somewhat longer time, about 10‘10 sec. Collisions

of the ions and neutral atoms with electrons results In an energy equi-
partition but at much later times. The egquifibrium time for electrons

and lons is found from Griem's estimates to be about 2 x ?0-8 sec.

whereas for atoms it is about 2 x 10“6 sec. Since these time estimates

are in the nature of a time constant one would expect electron-ion

equilibrium over a time span of 10-7

5

in 14 sec.

se¢, and electron-atom equilibrium

Thus, within the time-resoluticn of these experiments and for the
time period after jet im-act studied, the electrons and ions have the
same kinetic temperature indicated in the above measurements. The
neutral atoms on the other hand have not fully achieved the measured
electron temperatures in this time period. Collision temperatures cal~
culated from the fluid-dynamic collision model pertain to the neutral
stoms in th~ plasma and were previously seen to be lower than the cor-
responding electron temperatures and decreasing with time. Both neutral

atom and electron temperatures however appear to converge at somewhat

later times in the experiment as indicated in Fig. 28.
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Part 111 Discussion of Results

An experimental study of the coliision of two impinging shaped-
charge jets has led to some understanding of a high velocity impact. The
gross mechanical features nf such a collision have been clearly illus~
trated and estimates of the neutral atom and ion densitles in the colli-
sion-generated plasma were derived. Relative oscillator strengths for
two neutral copper !ines have been determined from line halfwidths in the
time-resolved spectrum. The results of these experiments are to be com-

pared with conclusions of other investigators,

3.1 Pertinent Hypervelocity impact Theory

For the jet velocities in these experiments the jet material will
act dynamically as a fluid upon impact. Goldsmith (1960) has briefly
cons idered the analogous behavior of a cylinder striking a plane rigid
target at lower speeds than those invoived in the work presented here.
As a result of this collision two regions are formed in the cylinder.
Adjacent to the rigid wall the-material is fluid-like and flows outward
along the target fnterface, thereby simulating the formation of a radially
expanding sheet. Upstream this fluid region is separated by a shock wave
from the incoming undisturbed material. Goldsmith has indicated that the
entire body can be treated as a fluid and the usual hydrodynamic shock
relations (Courant and Friedrichs, 1948) used to describe material condi-
tions in the vicinity of the shock wave reflected from the rigid wall into

the advancing material,

Gilvarry and HI11 (1956) have applied the hydrodynamic shock




equations to their model of a high speed projectile collision. They have
calculated pressure, density, and temperature behind the reflected shocks
created by the collision of two plane-parailel solid regions using an
equation of state obtained from the statistical Thomas-Fermi model of the
atom, {ron and silicon were chosen for these investigations, This one-
dimensional shock model 1s applicable to a jet collision for a suffici-
ently short time after impact before rarefaction waves from the cylind-
rical jet boundaries are experienced at the original impact point. Due
to these rarefaction waves the shock wave progressing up the jet stem Is
no longer planar and a one-dimensional collision model becomes unreafis-
tic., At impact velocities in the range of 10 sm/usec Gilvarry and Hil}
estimate the pressure behind the reflected shock wave to be of the order

L o

of 10 megabar, temperature somewhat greater than 10" “K, and the density
compression ratio about 1.5, Furthermore the resultant shock tempera-
tures were shown to be in excess of the estimated melting temperatures at
such pressures and densities so that at least melting of the impacting
material is to be expected, These extreme conditions representative of
the earlier moments of a jet collision are soon reduced upon arrival of
rarefaction waves and radial expansion of the impact material.

Lukasik, et al (1964) have created a fluid-dynamic model descrip-
tive of a head-on jet collision, The early stage of the collision was
represented by the impact of a plane-parallel solid region and a station-
ary rigid wall in a similar fashion to the work of Gilvarry and Hill,

Upon impact a shock wave progresses into the solid region and the material

between this shock front and t%e rigid wall comes to rest. For compara-

tive purposes several equation of state representations were used in their




calculations of material properties in the shocked region. Tillotson's
equations of state were considered to be most applicable for this work
since they are based on both shock wave data up to about one megabar and
theoretical results of Thomas-Fermi<Dirac theory at pressures in the
vicinity of 100 megabars; thus the materlal properties at the !0 megabar
pressures encountered here were probably correctiy described., For a
copper jet with a velocity of 8 mm/usec the impacted material was found
to have 2 Hugoniot pressure of about 12 megabar, temperature of

1.3 x IGS °K, and a density compression ratio of 1,9, Since the shaped
charge jet tip has a smal!l diameter (of the order of 2 mm) these condi-
tions exist only for a short period of time, typically less than 0.5 usec
after which the ensuing expansion of the collision products will termi-
nate this early phase of the collisinn process,

The second phase of the jet impact model is concerned with the
expans ion characteristics of the collision, where results of the one-
dimensional calculations were employed as initial conditions. The expan-
sion of a one-dimensional slab, of a cylinder, and a sphere of radius
comparable to the 2nft§al Jet tip radius were studied. Three important
results were derived from these conside}ations; namely, the colliding jet
material will be vaporized upon expansion; the velocity of the edge or
front of the expanding region is the same for either geometry, and is
about 17 mm/usec. The density, pressure, and temperature of the collision
products is extremely high in the vicinity of the impact point; for the
expanding material near the front they fall off sharply as (1 - r/Qt)n s
where r Is the radial distance from the collision center, t is the

time after impact, and v the velocity of the front. The exponent n




has the values 4, 6 and 2 for the materia! density, pressure, and temper-

*
ature profiles respectively,

3.2 Discussion of Experimental Results

These latter theoretical conclusions have been verified by the
shaped charge Jet collision experiments, The rich copper line spectral
content of both the time~integrated and time-resolved records show that
copper vapor Is present in the collision products., The calculated time
for the expanding products to reach the vacuum chamber wall was found to
be in excellent agreement with the time at which the neutral atom density
Is @ minimum., A subsequent increase in the neutral atom density is
attributed to the pile-up of material at the window accompanying the
creation of an inward moving compressive shock created by the wall colli-
sion. Furthermore, the extremely high pressure, density, and temperature
conditions that are predicted to exist are made evident by the intense
continuum radiation that appears on the early portion of the time-resolved
spectral record, the appearance of an extremely bright region about the
point of collision on the framing camera record, and the presence of
highly excited neutral and ionized copper atoms with up to 25 ev excita-
tion,

The emission (ines of several spectral transitions in the time-
resolved spectrum were shown to possess instrumentation and resonance-

broadened contours. Integrated Lorentzian line profiles which combine

*Thls density profile was the one used in the previously discussed spec-
tral line absorption studies.




"the effects of both broadening mechanism were seen to match the observed
line shapes In the time interval studlied, Values of the spectrograph slit
width determined at severa! wavelengths were found to be in good agreement
with csiculated values obtained from an optical ray tracing through the
direct view prism streak camera combination. Estimates of the neutral
atom density for several microseconds after initial jet impact were
derived from resonance-haifwidth measurements of three observed spectral
lines with known oscillator strengths., The computed densities were found

3 over the time

to be in close agreement, of the order of 4 x 1039 per cm
span considered, Since these spectrél transitions arise from different
excited levels and configurations of the neutral copper atom and have
different oscillator strength values, this agreement indicates that the
assumptions and methods used in the neutral! atom density calculations are
valid,

Lukasik, et al have further attempted a numerical solution of the
radiative transport equation for the jet collision products using results
of thelr hydrodynamic calculations and theoretical optical opacity esti-
mates. They have shown that the observed spectral radiation has its
origin in a narrow region near the front of the expanding collision
products and have found the particle density in this region to be approx-
imately two to three times larger than the atom densities derived from the
spectral line halfwidth measurements. In view of the uncertainty in the
opacity estimates the use of a one-dimensional mode! neglecting material
expansion normal to the outward moving sheet, and the fact that the spec-

tral date from which atom densities are obtained are averaged over time

and space due to the finite extent of the spectrograph entrance slit,

#




the agreement In density estimates Is considered to be reasonably good.
The magnitude of the copper lon density in the Jet collision plasma
has bcen determined from the measured wavelength shift of a neutral copper
line for which some Stark effect data is available. Since the nature of
the variation of Stark splitting and shifts with electric field strength
is not well established, both linear and quadratic Stark effect character-
istics were considered and their Influence upon the calculated ion densi-
ties has been discussed, In addition, a comparison of the results of
Hottsmark’s theory for ionic perturbers and numerical evaluations of the
folded distribution to include the additional effect of electrons was
made, assuming a linear Stark effect for the affected spectral line, Use
of Holtsmark's results was seen in this case to yield a slightly higher
ion density estimate, Evidence exists however which indicates that a
quadratic electric fleld dependence is more realistic., With this assump-
tion ion densities were calculated using Holtsmark's theory, Copper ion

densities of the order of 4 x 10!7 cm-3

were found to exist in the impact
plasma indicating that the degree of lonization was about one percent
over the time span under consideration.

Oscillator strength values for the Cul 4525 and 643 spectra! trans-
itions of neutral copper have been determined from comparative line half-
width measurements using as a basis the Cul 4651 transition whose f-number
has been previously established. These results are to be compared with
the only other known f-number measurements for these spectral lines
obtained by Allen and Asaad (1957). Table XVIi contains the oscillator

strength values for the Cul 4525 and 4643 transitions found by Allen and

Asaad and from this work. Comparative f-values for Cul 4651 from Corliss
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and Beczman (1962), and from Allen and Asaad are also given., Corliss
(1962) has indicated the existence of a large systematic discrepancy in
Allen ard Asaad's results due to thelr incorrect use of a constant
normalization factor to establish absolute oscillator strengthe from
relative measurements. Fu chermore, after correction for this system-
atic ifference a residual discrepancy betweei Allen and Asaad's results
and Corliss and Borman's measurements of sbout a factor of three still
remained. In view of these uncertainties* it is difficult to assess the
agreement between comparative oscillator strength determinations given
in Table XVII. At best one can say that the results are not grossly

out of line.

3.3 Further Extensions and Applications

There are a2 number of aress of physical interest to which the
results of shaped charge jet collision experiments can be of value.
A high velocity jet impact represents a new technique for the production
of a plasma with a high particle density and moderate degree of ioniza-
tion. The pos.ibility of generating thermor uclear power from impacting
materials as suggested by Harrison (1963) is of great interest and can be
viewed as a goal of such efforts. The feasibility of such experiments

must, however, await the development of still higher spesd projectiles,

*
Allen and Asaad further estimate their f-numbers to be sccurate to within
about a factor of two due to their experimental uncertainties.
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Some technological progress in this direction has been made -y Walsh,
et al (1953), and Jameson (1963) in thelir design of explosive accelera-
tors and by Walsh, et al and Lukasik, et al in the choice of projectile
materials.

A most obvious contribution to the field of atomic spectroscopy and
allied areas in astrophysics is in the determination of oscillator
strengths for spectral lines from excited energy levels of metailic atoms.
At present oscillator strength values are determined either from electric
arc experiments (Lochte-Holtgreven, 1958) or by numerical computations of
questionable reliability (Allen, 1963). Spectroscopic observations of a
hypervelocity projectile impact can qffer both an independent experimental
verification of existing results and alsc a continuing program of new
f-number determinations for selecte materials. With the advent of higher
speed shaped charge devices and the anticipated increase in the collision
plasma ion density, measurements of ionic spectral line oscillator
strengths by the methods contained in this work appear possible. This is
of particular importance since oscillator strength measurements for lonic
spectral transitions are difficult to achlieve with present day techniques.

Shaped charge jet collision experiments may also serve as a means
of obtaining high pressure and density equation of state measurements for
materials that can be made to form a jet under explosive loading. The
extremely high pressures and densities experienced at the moment of jet
impact are much greater than that obtained in present day experiments
specifically oriented towards equation of state determinations, (Walsh
and Christian, 1955). With the advent of higher velocity projectiles

further extensions in the range of these quantities will be attainable.
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Unfortunately direct pressure and density measurements are not possible
and hence conditions in the vicinity of the impact center can only be
Inferred from a detailed analysis of spectroscopic observations and appli-
cation of a fluid-dynamic mode! of a jet collision. Nevertheless, one can
proceed in a manner similar to that used in this work and correlate exper-
imentally derived particle densities with analogous results from the model
catculations. These caiculations would be performed parametrically for
the various equations of state under study in order to determine the best
representation. An alternate procedure would be to determine experi-
mentally the time after initial impact when the material front from the
jet collision reaches the vacuum chamber wall. The constant velocity of
the front derived from the wall collision time can be related tc initial
conditions that exist during the early stages of the collision by the
equations of motion descriptive of the expansion phase. These initial
conditions in turn are determined by the usua! hydrodynamic shock rela-
tions and the material equation of state.

There is one area of current interest for which the experimental
and analytical procedures employed in this work can be directly applied.
Extensive research efforts in exploding wire phenomena have led to a
basic understanding of the important processes attendant upon a wire
explosion. A large amount of theoretical development and experimental
results pertaining to the electrical characteristics and dynamic proper-
ties of the wire are available (Chace and Moore, 1959, 1962). However
scant attention has been given to the information that can be obtained
from spectroscopic observations. Time-integrated spectral investigations

and to a limited extent time-resolved spectral studies have been made,




but the analysis of these records has been restricted to the identifica-
ticn of spectral lines characteristic of the wire material (Anderson,
1920; Smith, 1926; Reithel, et al, 1959). Exploding wire spectra are
rich in detai! and the results derivad from an analysis of the spectral
data along the !ines of approath used in this work would be an Important
contribution to the knowledge and understanding of the phenomenon.

Present day plasma physics applications and astrophysical raquire-
ments have placed an obvious emphasis on obtaining Stark effect measure-
ments for certain elements such as hydrogen, helium, argon, etc. Determ-
inations of the lon density in a jet collision plasma, however, have made
use of experimentally-determined Stark splitting and shifts of a selected
spectral line of copper. The lack of available Stark effect data for
such uncommon plasma constituants is to be noted. It }s hoped that this
and future work Iin hypervelocity impact experiments will provide an incen-
tive to obtalin Stark effect measurements for spectral lines of thess

unusual plasma components,
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TABLE

Explosive Shaped Charge Specifications

Besignation

Material

Dimension
Explosive

Liner

Mass

RC-338, E£.1. DuPont de Nemours

Explosive  RDX

Liner Copper

Cylindrical, 2 in. dia, 3-3/8 in. length

0.063 in. wall thickness, 45° total
included cone angle

Explosive approximately 200 grams

Liner approximately U4 grams




TABLE 11

Summary of Jet Velocity Measurements

Firing Average Velocity
no. {mm/usec)
56 7.98
57 7.98
59 7.86
99 7.68

Mean 7.9 p4 0.1 mm/usec
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TABLE 11t

Absorption Lines in the Time~integrated Spectrum
of & Jet Collision in Air

Assigned _
Obse:wed Copprr Lower Energy Level
Wavelesgih Wavelength of the Transition
(A) () (ev)
ho:o Lo23 3.78
Lot; Lo63 1.82
L27¢6 4275 L.84
4513 Lso7 5.57
L4509 5.2k
4580 L4587 5.10
Loho 4651 5.07
L4682 L675 5.15
L4697 5.2h
4703 _ L697 5.24
L4704 5.10




TABLE 1V

Emission Lines in the Time<Resolved Spectrum

of a Jet Collision in Helium

Observed Upper Level Upper Energy
Cul Line Designation Level

(A) {em™ D) (ev)
4507.35
4509.37 o 172 64472.3  7.99
4513.19
u525.11 £20 1 172
4530.79 6s2s 1/2
4539.70 e 1172 635846  7.88
4586.97 efo2 12 629483 7.80
L6h2.58 e20 1 172
4651.12 e’ 2 172 62403.3  7.73
L67h.72  e'21/2  62948.3  7.80
L677.34
L697 .49
4701.71
4704 .59 e*0 3 12 624033 7.73
4767.49 20 2 172 67142.7  B.32
4776.22
4794 00 e?0 1172 62260.1  B.09
4797 .04
u8l2.29

2

L866.10 f°0 2 1/2 67142.7 8.32




Observed
Cul Line

(A)

5016.61
5034.36
5076.17

5105.54
5111.91
5115.49

Stk 12
5153.24
5158.36

5212.78
5218.20
5220.07

5292.52

L4 """-'*—‘v"(: =

TABLE 1V (continued)

Upper Level
Designation

e“D 172

ehD 1 1/2

ezc 2 1/2

up2F°1 1/2

4d2p 1 172

ka0 2 1/2

ehb 3 1/2

Upper tnergy

Leve!

(cm-!

64h72.3
63584.6
64657.8

30783.7

kgeis.2

hggh2.1

62403.3

(ev)

7.99
7.88
8.01

3.82

6.20

7.73







TABLE V

Values of Emulsion Calibration Curve Slope Y

) 80 A PG, i e e TR e 0y 0 conke M eeoi ¥

e 18833

B )

TP e
|

Zn 4680 In 4722 Hg-Cd 4800
0.90 1,45 1.13
1.03 1.10 0.84
1.00
0.98 1.28 0.99 é
é
%
Zn 4810 He 5016 Hg-Cd 5086
1.42 1.01 1.37
0.99 0.80 0.72 :
1.1 s
A7 0.90 1.0k
Mean Value 1.0 2 0.1 density units é
4




TABLE VI

Velues of the Constant in Eq. (2~8)

Statistical Theory

Margancu and Watson {1936)

Interruption Theory

Weisskopf (1932)
Furssow and Wlassow (1936)

Lindholim (1938)

L/3

/2

1.33
1.57
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TABLE Vit

Relative Intensities as Determined

from Muiticomponent Integrated Lorentzian Profile Fits

Transition Lés1 Lok3 45ho k531 4g2s
Time
(b sec)
5.7 1.00 0.38 1.00 0.44 0.34
6.7 1.00 0.23 1.00 0.56 0.035
7.7 1.00 0.18 1.00 0.39 0.075




TABLE iX

Stark Spiitting and Shift for Selected Neutral Coppar Lines®

Wavelength p~Component n-Component
(A) (A) (A)
bs3t +0.04 +0.03
5153 -0.10 -0.05
5218 -0.09 '«0.07
5220 - -0.06

Maximum Fleld
{kv/cm)

bs. o
2%.3
25.3

- o

*From Takamine, (1919); p- and n- refer to directions parallel

and norma! to the applied field,




TABLE X

Cul 4531 Wavelength Shift and Stark Component
Sepsration as Determined from integrated

Lorentzian Profile Fits

Mean Component
Shift Separation
Time 65 d
(Bsec) (A) (A)
5.7 1.3 0.36
6.7 1.5 0.42
7.7 1.0

0.29

e



TABLE X!

Oscillator Strengths for Several Cul Lines™

Wave length g f g f
(a)
L530.78 0.20 2 0.10
b651.12 1.8 8 0.23
5153.24 1.9 & 0.48

*From Corliss and Bozman (1962).
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TABLE Xt

Neutral Copper Atom Density in the Jet Collision Plasma

Time Neutral Copper Density (x 103 cm'3)
(nsec) 5153 Lésy Ls31

5.7 3.6 5.2 9.0
6.7 4. 3.2 41

7.7 3.2 2.9 9.7"
8.7 2.8 2.8

9.7 2.7 3.2

10.7 3.6 L3

1.7 3.4 5.6

12.7 h.9 7.0

*
Not shown in Fig. 26.




TABLE X111t

Oscillator Strengths for Cul 4643 and Cul 4525

Transition f-number
4643 0.19
0.22
0.20

Weighted Mean 0.20 % 0.01 ™

4525 0.3}
0.20
0.48

Weighted Mean 0.33 to.08%

*The relative intensities of the observed spectral lines

given in Table VIiil were used to weight the individual
f-numbers .




TABLE X1V

Copper lon Density in the Jet Collision Plasma

fon Density

Linear Stark Effect Quadratic Stark Effect
Holtsmar& Folded Holtsmark
Time Theory Distribution Theory
(hsec) (CM-B) (em™3) (cm3)
5.7 b9 10'8 k2 10'8 3.3 10"/
6.7 6.2 £.2 3.7
7.7 3.3 2.8 2.7

»
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Time

{usec)
5.7
6.7
7.7

TABLE XV!

%*
Jet Collision Plasma Temperatures

Relative Line Ssha

Intensity Equation
Cuth6s51-464L3 Culb53t-4525

12,000 14,000 6250
6,000 5,200 6220
4,000 6,800 6130

Temperatures In °k

Black
Body

5800




TABLE XVit

Comparison of Oscillator Strength Values

Cul This Allen and Corliss snd

Transition Work Asaad Bozman
4651 - 1.7 0.23
Léh3 ¢.20 0.64 -

4525 0.33 0.32 —
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———
OtRECYION COF JET MOTION
(6)

FIG.i. EXPLOSIVE SHAPED CHARGE JET FORMATION

(port (b} from R.J.Eichelberger ond E.M. Pugh,
J. Appl. Phys, 23 537(1932).)
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FIG. 3. VACUUM (. MBER USED IN FIRING NO. 109
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(b)

O: COLLISION SPECTRUM b :Cu SPARK

FIG.9. TIME—-INTEGRATED SPECTRUM OF JET COLLISION IN AIR
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RECOVERED SUPPORT STRUCTURE
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(b)

0= COLLISION SPECTRUM b: Cu SPARK

FIG. 13. TIME-INTEGRATED SPECTRUM OF JET COLLISION IN HELIUM
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APPENDIX B
Dlrect-Vision Prism and Streak Camera Combination

A discussion of the direct-vision prism and Beckman and Whitley

streak camera used in combination as a time-resolving spectrograph is

contained In the following paper.
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Reprinted from Tux Review of Screntiric Insmusents, Vol 33, No. 7, 765-766, July, 1962
Printed i 3. 5. A

Time-Resolved Spectroscopy of High
Speed Events®

Frawx R. Scrwarrz
Explosives Reswarch Sactéon, Picatinny Arsemal, Dosor, New Jorsey

AND

Bexyjanw J. PERNICK
Siovens inshiinie of Techuology, Hobohew, New Fersey
{Recefved April 20, 1962)

HE time-resolved spectral information relating to
highly transient, self-luminous phenomena over
selective spectral ranges in the visible region can be readily
obtained with a high speed streak camers by the simple
addition of a direct-view prism into the existing entrance
optics of the cameras system. This technique has been
employed here in observing spectral variations with re-
spect to time of such luminous events as exploding wires,
hypervelocity impact, and detonating high explosives.
The optical arrangement utilized is shown in Fig. 1.
Light from a source is focused on an adjustable slit. The
slit is positioned at the focal point of a 7 in., f/2.5 lens,
which in conjunction with the objective lens of & Beckman-
Whitley continuous writing streak camera forms a collimat-
ing optical system. A Leybold 20X20 mm direct-view
prism, inserted between the lenses, disperses the light from
the first coliimating lens. A dove prism is used with the
direct-view prism to facilitate preliminary adjustments and
alignment 30 as to obtain the desired spectral range on the
film record. Inclusion of the direct-view and dove prisms
reduces the optical speed of the original system from f/5
to about f/25. The spectral region that can be covered with

CONDENS e COL LIMAYOR DOvE
Lins rRISM
e I
M —
7R |
LigMT EnTRANCE CInECY-v W
SOUNCE sut [ LT

- the above optical arrangement extends from about 4000 to

6500 A.

Figure 2 is a film record that illustrates the spectral
variations in time of a gold wire (99.999, pure) 0.001S5 in.
in diameter and 0.040 in. long, when exploded by a 4-kV
pulse. The writing speed of the camera is 1.0 mm/usec.
Calibration lines from helium and zinc spectral lamps are
also included on the samie film strip. The wavelength region
shown here is from 4400 to 5300 A, which lies within the
spectral sensitivity range of the Kodak 35-mm Tri-X film
used. The maximum spectral resolution within this range
is about 2 A.

The calibration lines on the film strip are images of the
full entrance slit. Thus, for broad sources that fully illumi-
nate the entrance slit, the observed slit length corresponds
to & writing time or time response of 1.8 usec at 1-mm/usec
writing speed! (i.e., the slit image will completely pass
over a given point of the film in this time interval).

For the situation illustrated in Fig. 2, however, the time
response is much smalier. The length of gold wireis oriented
perpendicular to the entrance slit; hence, during the vari-
ous stages of wire explosion the slit is not completely il-

|

|

|

i

: Fio. 1. Schematic of
/ ), optical arrangement.

i

!

|

|
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EXPLODING in He

18mm
t.8 prac

Fia. 2. Time-resolved spectrum of exploding poid wire with He
and Zn calibration lines. (Wnﬁnsnte,!cmm;'m)

luminated. The time response in this case is related to the
diameter of the expanding luminous region about the ex-
ploding wire rather than to the slit length.

For applications in which a spectral resolution of the

NOTES

order of an angstrom over a visible range of the order of
1000 L is of interest, the direct-view prism method for
time-resolved spectroscopy 1s advantageous. The prism can
be readily added to the optical train of most high-speed
cameras without the use of additional optical equipment.
Light transmission losses through the prism and reduced
optical apeed of the camera system have presented no
difficuities for the highly luminous sonurces employed here,

This work was undertaken as part of a research program
in explosive study. We would like to thank Dr. S J- Lukasik
of Stevens Institute of Technology and Dr. 8. Koslov of
Vitro Laboratories for their continued help and guidance.
We are also grateful to personnel at Picatinny Arsenal for
providing the necessary facilities and permission to publish
this note.

* Work supported by the Ordnance Corps, U. S. Arm
2 G. E. Seay, L. B. Seely, Jr., and R. G. Fowler, J. ﬁppl Phys. 32,
2439 {1961},
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APPENDIX C
Spectral Line Profile Program

A Vine profile is generated from densitometer measurements with the
use of the spectral Jine profile program listed below. In brief, the
program converts horizontal and vertical position measurements on s dens-
itometer scan into wavelength and Intensity values respectively, The line
profils, given by eq (2-4) is then constructed by subtracting the back-
ground intensity from the total observed intensity at each wavelength
step.

The input quantity TIME labels the program output with the time
after first Impact light at which the film record was scanned. A density
scale calibration Is established from a quadratic least squares fit of
known density steps D(1), and the corresponding densitometer displacements
Y(1). A listing of the subrbutine POLYFT which performs the least squares
fit is also included below. As a check on the reliability of the fit,
density values DEV({), are computed from the input densitometer displace-
ments Y(1), and compared with the known density steps 0{1). A wavelength
scale is constructed from the horizontal position measurements POS(i), of
several lines on the densitometer record with known wavelength WLT(1),
and wavenumber WNO(1). All position measurements are with respect to an
arbitrary zero reference point in the horizontal direction. The subrou-
tine POLYFT is again used to obtain a quadratic least squares fit between
the variablcs POS(1) and WNO(I)., Similarly the reliability of the fit
is checked by comparing wavenumbers DIFF(1) computed from the input posi-
tion measurements POS(1) with the known wevenumbers WHNO(1).

tach spectral iine is labeled by the wavelength value of the line




€2

center LWAVE., The number of input points used to describe the line pro-
file Is calted L . Thres varlables define an input point; namely x(1)
the horizontal position, YC(!) the vertical position of the background
density, and YT(!) the vertica! position of the total density. Since the
length of a densitometer record exceeds the horizontal scale of the Gerber
scanner, the scanning device must be translated in order to read ail
necessary points on the densitometer record., Thus one cannot directly
obtain the required continuous sequence of values for the variable X(i),
measured from the arbitrary zero reference point, over the full range of
the densitometer record. This diff?cu!ty does not occur for y-position
measurements since the width of the densitometer record is easily accom-
modated by the scanner.

A uniform X-scale is obtained in the following manner. The current
value of X(1) is compared with the previous value, i.e. X{1)-STORE. |If
there has been no translation of the Gerber scanning device X(1) will be
numerically greater than the quantity STORE., Alternately if X{1) is less
than STORE, a translation has been made. The amount by which the scan-
ning device has moved, called SHIFT, Is then added to the current value
and all subsequent values of X(1), l.e. X{1) = X(1) + SHIFT. Any number
of translations of the Gerber scanner can be handled in this fashior.
However, this procedure piaces restrictions on the manner in which the
Gerber translations are made. First, one must ascertain that the last
X(1) value read before translating is greater than the next X(1) value to
be read. Also the amount of translation i3 not abitrary. The scanning
device Is relocated so that the last X-position read becomes the starting

point of subsequent readings.

3




After converting a'l X{I) values for a given spectral line into a
cont Inuous sequence the corresponding wavenumbers WAVEK(i), and wave-
iengths WAVEL(1) are computed. The spectral line intensity at each wave-
length is then celculated, The total density is found from YY(1}, and
the background density from YC(1). For & given value of tha photometric
siope GAMHA(J), the line Intensity BRITL(!) Is found in accord with
oq (2-4)., The maximum value BRITM, of the quantities BRITL{i)} Is then
obtained and all BRITL(I) velues are normalized by division with BRITM,
The weveiength ot which the line intensity is a maximum is called WLMX.
The cutput of the program consists of the quantities BRITL(1) and DEL(I),
where BRITL(I) is the normalized spectral line intensity and DEL(1) the
waveleaqih difference from the position of maximum intensity. These
latter computations are then repeated for the K values of GAMMA(J).
After completion of these spectral line profiles for a given line the

program is ready to similarly process the next set of densitometer input

points,

c3
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C SPECTRAL LINE PROFILE MKo
C USES SUBROUTINE POLYFIT
DIMENSION Dt U YL gU)Ye Al3ye DEVIGQU ) » POSL 4U Y

X WAVEK{IDU)e WAVELIISO)e BRITLUIBO e Bl

X DEL{UIS0O)s WVLT{A0)e WYND(GU)Ys XTU1503 YCUIS0)e YTLIBO)Y
X GAMMA(S) « COLRFF(S) 2DIFF(aQ)

COMMON Ys Ue LOEFF

EGQU I VALENCE (Ys POS y oo (O WVYNU }

EQUIVALENCE { UEVe UIFFs wWaVENs UEL )
EQUUIVALENCE (X wWAVEL ) + U YLe BRITL )

1 READ 86s TiM:

PUNCH Hée TimMo

PUNCH 96

READ B9 DUMMY s Ne M

DO 2 I=le¢ N

READ 98¢ Dilye vl

CALL. POLYFT (Y eDeZ2eNesCLOLFF)

4 TR SO A
4 ¥

ALl = LOBRFFLL)
Ltay = LOLFF (2}
Al3) = CUEFF(3)

gy
S

DO 5 I = 1+ N
DEVIIY = A(l) + Af(2)y *Y(l) +A(3)NY(]I%Y L))
Devily = DU1) =~ Levil)
5 PUNCH 98s LULI)e YUl)e DEV(L}
PUNCH 99 All}e A(Z2)s A(S)
PUNCH 96
DO &1 = s M
6 READ 93« POS(I)e WVLT(I)s WVYNOL])
CALL POLYFTY (POSsWVNOW2+M+CUEFF )
BCl) = COEFFL]}
bl2) =2 COLFF(Z)
B(33 = COLFF(J3)
LO 11 I = Je M
DIFF(l)=ttl) + pl21%¥POS(]) + 2{3)HP0L(1)¥PUL(])
LDIFF(1) = wWVNO(I) -~ DIFFLL)
11 PUNCH 93¢ POS(I)e wWVLT(I)e WVYNO(]l)Ys DIFF (]
PUNCH 95 t(l)s BlZ)se B(3)
PUNCH 96
STORE = UaeU
SHIFT = Qa0
READ 89« DUMMI « K
el READ 9Us LWAVEs L
PUNCH SUs LWAVE
PUNCH 96
LO 22 =1+ L
c2 READ 86+ XUl)e YCCIYe YTL(])
DO 26 I=1l.L
IF(O XC1) =« STORE ) 24« 248 &3
24 SHIFT = SHIFT + STORE
23 STORt = X(1)
X{l1)y = Xtl1) + SHIFT
WAVEK (L) = pll) + B(2)aX(]) + B(3)¥X(1)I#xX(])

26 WAVEL (]} = leU/sWAVEKI])
PUNCH 95¢ STORE « SHIFT
PUNCH 96

VO 39 v 5 le K
READ 89+« GAMMA(J)
RPUNCH 8%+ GAMMA(J)
RPUNCH Y6
VO 12 I = ls L
12 oRITLIIDIseEAPRPF LA )+A(2)BYT (1 )+a(3)8YT(lIIRYTLL) D/




X (GAMMA(J)I®)e83829)) =~
X EXPFLLACLISALZ)RYCUII+ACI)YCLLIRYCLE) ) 7/
X (GAMMA(J)IRUAIRZY))
< BRITM = BRITL(L)
~ WVLMX = WAVEL (1)
: DO 42 | = 24 L
IF ( BRITM = EBRITL(IS 1 61e 42y a2
- 4l BRITM = BRITLIL)
: WVLMX = wAVLL (1)
42 CONTINUE
0O 33 1 = 4 L
BRITLII) = BRITLUIIZORITM
DEL ¢ J)=WAVEL L | ) ~wVLMX
33 PUNCH 85« WAVEL L) DELGLI)s BRITLUE)
PUNCH 96
39 PUNCH 96
GO TO 21
B6 FORMAT ( 3F943)
B9 FORMAT { HiUebs 215 )
98 FORMAT ( F8uls Fllalds FBe3d )
96 FORMAT (/)
; 95 FORMAT ( 3E20e7 )
: 93 FORMAT ( Fl0e3e 3IF12e3
- 85 FORMAT ( 2E20s84¢ b2UeB )
b Q0 FORMAT ( 114+ }5
END

EO T YR TN
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SUBRROUTINE POLYFTIXsYsKeNe()
< PUT DATA POINTD AND FINAL COURFFICIENTS IN COMMUN

DIMENSION X{ QUYL G0 eBLOI1H1A)sA(Seh )15
COMMON XeYoC
CNaN
Ki=zxK+]
DO 2 us2skl
ry NLY
PO 1 I=led2

1 AlJel )=Uel

- AlLJZ 4 )3l

2 AlJeJ)IE] sl
A{lsi =10
B{liz0el
PO 3 1=z1N

3 Blly=sB(l)4+Y L]
Bl{li=B8{1)Y/(N
ALF =020
DO 4 [=l+N

a4 AlLF=ALF+X(1}
A{Z2e1)s~ALF /70N
UzJe O
S5(11=0e0U
ol(2)=0,0
0O & IslsN
Pesa(lel d+xC])
GoU+X (] ) epup
5€(11=50]1)+pP#p

5 B(2i=B(2)+Y{] )%
Bl2i=t{2)/5(1)
ALF=Q/5(1)
BETAz2S{1)}/CN
IFi(k~2)11+640

6 WO 10 MageK
Mlz=M+ 1]
MZ=M~1
AlMI«l)==ALFRA(M I ) -HETARAIMZ 1)
00 7 Jyz2d«M
NFL LD

T A(MLeJITAIMIUZ)I~ALFRALMeJ)—BETARAIM24J)
S(M)I=0eu
Q=00
R=z0el
LO 9 I=]aN
Pzl e0
VO 8 L=l M
NL=M] =~

8 P=pPa) (] +A(M] oeNL)
UsQ+X (] )*pPup
RzR+Y (1) #P

9 S(M)=S(M)+PRP
ALF =Q/ S5 (M)
BETAzS5(M)/5IM2)

10 biM])=R/S(M)

11 DO 12 L=1.x1
CiL)=UU
PO 12 Li=Lenl

e Ctiy=Ctld+oti Al ] L)
RE TURN
ENQ
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APPENDIX D
Photometric Emulsion Callbration

A rotating step-sector whee! method was used to obtain the photo-
metric emulsion calibration of the time-resolved spectral film records.
The experimental arrangement employed is shown schematically in Fig. D-1.
Light from a spectral ilamp source Interrupted by a rotating step-sector
whee! |s focused on a rectangular slit. To provide for uniform illumina~
tion over the siit the magnification Is such that only a smail central
region of the extended light source is projected. The slit Is viewed by
the direct vision prism-streak camera optical train (see Appendix B) with
the narrow width spectrograph entrance slit removed. To vary the total
exposure time of a calibration run a manually-operated shutter is
inserted in the optical system as indicated In the figure. The streak
camera mirror |s stationary during the calibration exposure in order to
obtain static images of the slit.

The step-wise variations in exposure along the length of an image
are determined by the rotating sector wheel geometry and the total expo-
sure time. From 2q (2-10a) the film exposure at a given point on the

image can be expressed as

} - ffd(v') dv' dt (D-1)
t A

where J{v') is the profile of a spectral line from the source lamp,
A is the slit image width {see Appendix E), and t s an effective
exposure time, t is determined by the time per revolution of the sector
whee! during which a portion of the slit is uncovered, and the length of

time the mechanical shutter is kept open, |If ts is the time per

v




]

revolution of the sector whee! at @ given step, F the rotational fre-
quency, and te the tots! exposure time of the manual shutter, then the
effective exporture time is simply the product tsFte

Since the source light Is steady In time, one has

b=t Ft, ‘f J{v?) dv! (0-2)
Fal

If the sii{ image width is very large In comparison with the width of the
spectral line then the film response at each step exposure is given by

| IVl Ftste (p-3)

where | represenis the totel line intensity, i.e.
[}
| = L[ J{v'}) dv?
o

The total line intensity and rotational frequency are constant for a
given calibration run. For the sector wheel used in the callbrations,
successive valuyes of ts are in the ratio 2 to 1. The manually con-
trolled exposure times were chosen so &s to cover a broad range of dens-
ity values on the film record, from about 0.05 to 1.7 density units.

The measured variations of film density with relative exposure for
a zinc spectral line are illustrated in Fig. D-2. Density values were
obtained from densitometer readings of the slit image and relative expo-
sure values derived from eq (D-3). Measurements correspondina to differ-
ent total exposure times ty » are distinguished In the figure. Over a
dens ity range from about 0.1 to 1.2 the density values vary linearly with
the logarithm of the relative exposure, |.e.

0 =Y log ¢ + const (D-4)

_
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The stope Y s determined from a least squsres fit to the data points,
A summary of the values of Yy obtainad In this manner Is presented !In

Table V. T.e density values for the observed spectral lines were within

this linear density range.
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APPENDIX &

Spectrograph S1it Imasge Width Calculations

Numerical estimates of the width of the spectrograph entrance
stit image were obtained from an optical ray trace analysis of the
direct vision prism streak camera combination. Principal rays origi~
nating from the entrance slit are deviated by the prism and focused
at the image plane of the stresk camera, thereby defining the slit
image width. Since the deviations of these principal rays are wave-
length dependent, the variation of stit image width with wavelength
Is calculated over the spectral range encompassed by the time-resolved
spectral records,

Consider the ray diagram illustrated in Fig E~1. A rsy from
the center and from the edge of the entrance siit are followed through
the collimator lens, direct vision prism, and telescope lens of the
streak camera. The total width of the entrance slit is called § ,
the focal lengths of the collimator and telescope lens are fl’fz
respectively, and the total slit image width is & . The prism angles
GC.WF.Z and interface angles of importance indicated by other greek
letter symbols are also given in the figure. The subscript | refers
to interface angles associated with the ray from the entrance stit
center, and similarly the subscript 2 is applied to angles associated
with the ray from the entrance slit edge. The index of refraction of
the identical outer crown glass prisms is called n. - snd for the

middle flint glass prism, np . At the wavelength for sero deviation
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the s1it Image Is centered about the point located at 0' in the

= imege plane. For other wavelengths the siit image is located at a
typicsl point x ws illustrated. The angular deviation of the center
ray from the principal axis is denoted by Y .

The following angular relations can be readily derived

i § o SumtOGREl B o Ofer s

tan 9, = S/Zf}

i
8 = XX

sin X, = n, sin §;
sin Xy = 0 sin Cz

C¥+'ﬂ] - a

TR B N S R S 1D e M1

C2+'ﬂ2 -

sin n} - (nF/nc) x sin §‘
sin nz = (nF/nc) x sin §2

§’+el = QF

S+ ¢ = %

S

(nF/nc) x sine, = sin )
(nF/nc) x sin 32 = sin §

B V 6 -~

; !+YI uc
62 + Y2 y ac

n sin Y‘ = sin B‘

e

n. sin Y, = sin Bz

&, = B8,

Y =X+ B,-vgoP
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? The position of the slit Image center is given by
g' = f, tan ¥

; x g tan

% The edge of the slit imege Is at a position

L x4 8/2 = f, tan (¥s,)

Hence the slit width 4 , is given by
4 = 2 fZ {tan ('!'+92) - tan Y)

Numerical soclutions of the above set of equations were performed
with the use of the §1it Function Estimate program given below. Vari-
ables in the program are associated with terms in the sbove equations
s follows.

Fl.F2 focal lengths f',f2
S entrance slit width, §

ALPC ALPF, SIGMA prism sngles, @, o, E

X1 angle of Incidence, X
REFC, REFF indices of refraction, n., ng
WAVEL wave length

2 ¢

ETA 1

SE 4

EPS ¢

DELTA ]

GAMMA Y

BETA B

THETI 8

X2 X,
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1

PS1 4
THET2 0,

PHI Y 4 82
bise x
DIsSPL x + A/2
SLITY /2

" The program systematically evaluates the angles from the sbove
equations, First for the principal ray from the entrance slit center
(i.e. BETAl, DELT!, etc.), and then for the principal ray from the
entrance slit edge (1.e. BETAZ, DELT2, etc.). The angular deviations
¥ and Y + 92 are then computed. The slit image center position
DiISP, the edge position DISPL, and finally the slit width SLIT at the
wave length WAVEL are obtained as part of the program oufput. These
calculations are repested at wavelengths for which refractive index
data are available,

A dispersion curve is constructed from the above calculated
DISP snd WAVEL values with the use of the Least Squares Fitting of
Slit Function program and LSOF subroutine listed below., This is &
necessary step since the csiculated SLIT values are in units of length
in the image plane and must be converted to wavelength units bv means
of a dispersion curve. Also the calcuiated dispersion curve can be
compared with an experimental calibration to provide a check on the
ray-tracing calculations. The above calculated values of DISP, SLIT,
and WAVEL are used ar input information to these fitting programs and
appsar as dimensioned variables. For convenient numericsl calculations
a least squares polynomial fit is used to represent the functional

depandence between wavelength and position in the image plane. A
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least squares fit of order M of the quantities FRQ{I) and DISP(})
is obtained, where FRQ(1) is the wavenumber equivalent of WAVEL(t).
By comparing deviations in caiculated and input waveiengths, i.e.

DIF = WL - WAVEL(!), for various values of the order of the fit M ,
a2 best value of M is obtained. A value of M equal to 4 was found
to yield the best fit polynomial in the numerical computations.

The slit Image width in vavelength units is then obtained with
the use of this fourth-order polynomial representation of the dis-
persion curve., The position of the center of the slit image DISP(})
has a calculated equivalent wavelength value WL . Simlilarly the
poesition of the edge of the slit image DISPL has an equivalent wave-
length value WPL . The difference WPL- WL gives the slit image
width in wavelength units DELW.

Numerical estimates of the slit image width were computed
using refractive index data supplied by the prism menufacturer, mess«
ured prism angles, and known collimator and telescope lens focal
lengths. These data are presented in Table E-1. The entrance slit
width S5 and the angle of incidence X, were treated as parameters
and varied about their nominally known values. The slit image width
was calculated at those wavelengths for which refractive indices were
known. Results of the computations are given in Table E~i1! and iilus-
trated in Fig. 17. Angular deviations of +1° about a nominal 32.5°
Incidence angle were considered representative of the uncertainty in
the alignment of the direct vision prism in the optical train. The

slit imege width was computed for several values of the entrance slit

width at each value of the incidence angle. The calculated position




of the center of the slit imsge : , at each wavelength is also in-
dicated in the table.

Calculated wavelength positions x , were compared with meas-
ured positions obtained from a densitometer trace of the copper spark
spectrum, originally used for wavelength identification on the time-
resolved spectral record. This would provide a check on the ray-
tracing computations. The calculated position values given in Table E-1!
were transformed to the position scale of the densitometer trace. A
linear transformation was used since the densitometer scan represents
s magnification of the original film record. A disparsion curve was
then constructed from a least squares fit using these aajusted position
values. Table E-111 gives the calculated position for various wave-
lengths in the L500-5300A range obtained from the dispersion curve,
and the corresponding position from densitometer trace measurements.
These results are seen to be in close agreement. The lack of system-
atic variation between the calculated and measured position values is
to be noted. The differences given in Table E-111 appear to oscillate
about a zero mean. This is further indication that the approximations

and numerical estimates employed in the calculations are realistic and

that the slit image width estimates are reasonably good.




TABLE E-1

Refractive index Values

Wave length Crown
(A)
Loty 1.53022
4358 1.52667
4800 1.52282
4861 1.52236
cLé1 1.51871
5876 1.51680
5893 1.51671
6438 1.5147)
6563 1.51431
Prism Angles (deg)
@ 98.5
o 132
z 57.5
Focal Lengths (in.)
f' 7
f 12

2

Fiint

.65071
64206
63312
.63210
.62410
.62004
.61992
.61583
61504




/ABLE E-11

Variation of Slit image Width with Wavelength
Tota) Slit Width

Angle of Image A (mm)
Inclidence Wavelenoth Position S=0.075mm S = 0.100mm
X x
(dég) (A) (mm) (A) (A)
31.5 L4ok7 -37.9 2.1 2.8
4358 -20.2 3.3 L. L
4800 - 5.5 5.0 5.6
LB61 - 4.0 h.Z2 7.0
5461 7.1 8.5 1y k
5876 12.% 11.5 i5.2
5893 12.2 11.5 15.2
6438 i7.0 i5.9 2.1
6563 17.8 16.7 22.3
32.5 Loky =45 .6 2.1 2.7
L4358 -26.4 3.5 L&
q800 ~11.0 5.2 6.8
L8861 - @4 5.4 7.2
5461 1.9 8.8 ty.7
5876 7.2 1.8 5.7
5893 7.2 1.9 1.9
6L38 12.t 16.3 21.5
6563 12.9 17.3 23.9
33.% Loy «Sl 7 2.G 2.7
4358 -~33.3 3.6 L.8
L8060 -15.9 5.3 7.1
4861 -15.3 5.6 7.4h
ché | ~ 3.5 5.C 2.0
5876 1.9 12.1 16.2
5893 1.9 2.1 16.2
6438 6.9 16.8 22.4
6563 7.8 7.7 23.7

e 0ttEEEEEEEEEEEEE——



TABLE E-~111

s o A T e ¢

Calculated and Messured Wavelength Position Comparison

Angle of
Incidence  Wavelength Position™
X Calc. Meas. Difference
{deg) (A} {(arb. units) {arb. units)
3.5 k500 5,46 5.30 0.16
4600 7.73 7.8% -0.12
4700 9.78 9.90 -0.12
4800 11.62 11.865 ~0.03
4900 13.27 13.25 0.02
5000 .73 .65 0.08
5100 16.02 15.95 0.07
5200 17.18 17.10 0.05
5300 18. 14 18.23 -0.09
32.5 4500 5.42 5.30 0.12
4600 7.72 7.85 -0.13
byoeo 9.79 9.90 -0. 11
4800 - 11.65 17.65 0.00
490G 13.29 13.25 0.04
5000 .75 14.65 0.10
5100 16.02 15.95 ~C.07
5200 17.14 17.10 0.0k
5300 18.10 18.23 -0.13
33.5 k500 5.37 5.30 0.07
4600 7.72 7.85 -6.13
i 4700 9.81 9.90 -0.09
§ 4800 11.68 11.65 0.03
; 4900 13.33 13.25 v.07
5000 .77 14,65 0.12
5100 16.03 15.95 0.08
5200 17.12 17.10 0.01
5300 18.05 18.23 -0.18

%
Position on @ densitometer trace.



.

BLANK PAGE




WYHOVIQ 30741 Avd TVIILd0  '1-3°OHd

SN _ SN
340083731 HOLWWISI02

wsidd

A9VNI FONVHINI

TN

gﬂ@%ﬂﬁgﬁs e R T R R e o B S

4



o

o g i BRI 3R R -

LI o T T

BLANK PAGE

PRTYRCPN

o i AR i)




S5LIT FUNCTION ESTIMATE MK 2
ARCSIN FUNCTION INCLUDED
Fle F2e 5 TO i IN CONSTLSTENT UNITS
INPUT aNGLED IN beGMLES
ASINFAIXIZ]le0TUTYo3=0UuRkTF () dU=X)¥{ | a0 70U T iti~
t X VeZ2ldllqa%X+UeUT426 UK X~UaU O 7Y sRX*X"X)
£ 1 ReAD Y9 Fle Fc
1 HEAD 9% 4b
READ Y8 ALPLs ALPF s 51GMA
READ 98e X1
READ 97+ RLFCes REFFs WAVEL
i=Q
C PEGREE TO RADI &N CONVERS IUN
ALPLC « ALRC® | e 7453c9b~02
ALPF = ALPF* leT74532%E~Uz
SIGMA = SIUMAR | s7493cYE~Ug
Xl = X1% (| e4nu9~0g
X = X1
3 IF (leb7UT903 = X} TeGrda
4 DINZ = LINFUIX3/ZREFL
£ 5 ASINF{SINZ)
GO TO v
7T X= X=1am7U7960
SINZ = COLF(X)/RetC
Z = ASLINFLLING)
X=X+ leo7UTvbo0
IV eTA = AalLpPC - ¢
IF (1eLT7UTY63 =~ ETA) |5 124 12
12 oINSk = (REFUHLINFIETA) }ZRLFF
St = ALSINFUlLLINGE)
0O TO lu
15 ETA = £ETA ~- 157079063
16 SINSE = (REFCHCOLF (£Ta) ) ZREFF
17 BE = ALINF (SINSE)
ETA = £TA 4 1e9707965
18 PSS = ALPF - 5t
IF (1% 7UTY963~EPS) 253+20420
€U LSINDL = (REFF * S5INF(IEPRPS))I/ZREFC
DELTA = ALINF (SiNDL)
60U TO ¢6
€3 PO = ERPD = eb7U7963
SINUDL = (REFFRLOLGKF(LPO) )/7REFC
CelTA = ASINFULSINDL
EPS = EPS 4+ 145707963
<6 GAMMA = AlLPC = DELTA
[F (1570796 = GAMMA)} 31.28¢28
28 SINB = REFC ® S5INF{GAMMA)
CeTA = ASIMF (SING)

o0

GO TO 33
3l GAMMA = GAMMA = 145707963
SINE = REFUCH*COLF (GAMMA )

oeTA = AJINF (SINU)

CHRMMA = OCAMMA + 1 eHTUTO6S
S iF (l=1) Jaesveoy
49 lI=l+]

oeTAl = gETa

CELTI = UelLTA

ePRPS1 = BERPS

Sl = LE
ETAl = &£Th
L1 = 2

T e i
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43

46
47

49

51
Se

=
'

56

58

60U

63

Xl = X

THETY]L = ATANF (L/(2.U%F L))

X2 = X1 = THET]

Xz X2

WO TO 3

BETAZ = GLTA

DELTZ = DELTA

EPSZ = EPS

52 = S5E

£T42 = £TA

L8 =

Xe = X

POl = LluMA + eTaAl ~ 145707963
THETZ = peThg - oeTal

PHl = Pol + THeTZ

IF (PO =~ UeU)l 43446446

PSl = -PLY

OISR = ~(FZRESINF(RS1)IZ/COSFIPSE)
Polz-Pul

GU TO i

IF (1e5TU7963 — PSL) 4947047
ISP = (F2RS5INF (PSS I/7C0OSF tRL])
GO TO St

PSSl =2 Pal = 1eL7U7963

PISP = =(Fzg #* COGF(PSIII/ZSINFIPS])

BES81 = PSS + 1e5707963

IF (PHI = UasU) 5248590

PHI = «=fml

DISPL = =(FZ2RSINFIPHI))Y/COSF(PH])
PHl==pPH]

GO TQ eV

IF (165707963 = PHI! 58¢56456
DISPL = (FZ2RSINF(PH1)Y)ZCOSF (PH])
GO TO 60

PH] = PHI = 165707963

DISPRL = «(FZR(USFIPHIY)I/SINF(PHL)
PH]I = PHI + 13707963

S5LIT = DISPL ~ DISP

RADIAN TO LEGREz CONVERSION

R = 57295788

ALPC = ALPCH® R

ALPF = ALPFH® R

SIGMA = S1GMa® R

Xl = X1*¥R

PUNCH 99¢ Fle F2

PUNCH 98¢ ALPCes ALPF s S1GMA
PUNCH 97+ REFCs REFF

PUNCH 96

PUNCH 99¢ Se¢ Xl wAVEL s SLIT
PUNCH Y6

IF (SENSE LSwiTCH 1) 63 1
oeTAl = EThl*R

DELT] = VELT]I*R

ePS1 = LPSIRR

SEl = SEI#*R

eTAl = LTALI#*R

Z1 = Z|]#k

beTAZ =2 LETACRR

DELTZ = DELTR®*R

EPS2 =2 EPSEHK

o2 = Stcohk

PR
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99
28
97
96
@b

eTAZ = ETAZH#R

L2 = ZZ#R

X2 = XZ#R -

PS51 = PLINR

PHI = PHI¥R

PUNCH 98¢ bkTAls BETAZ
PUNCH 9B+ DELTLe LELTZ
PUNCH 98¢ EPS1e EPLe
PUNCH 98+ SEls bkc
PUNCH 98+ LTAlse =TAS
PUNCH 984 &1 42
PUNCH 98+ X1s x2

PUNCH 9B« P51 PHI
PUNCH 99, DISPs D]ISPL
BUNCH 96

PUNCH 99¢ WAVELsDISPesLIT
GO TO 1

FORMAT (4F943)

FORMAT (3F 7e2)

FORMAT (ZF8eDs F9eld)
FORMAT (/)

FORMAT (JF 1Ues)

END
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LEAST HuuaRL FITTING OF SLIT FUNCTIUN MRZ
INPUT DATA FRUM LLIT FUNCTION £LT [MATE Mee

DIMENSION WAVEL(9)e DISPID9)e SLIT(Y)
READ G98. M

DO 2 1z1l+9

READ 99¢ WAVEL(I) DISPILI)s SLITCLY
FRAQUI)Y=1 sO/7WAVEL (]

CALL LSGF OISy FRUs Ms Y99 4 )
DO 20 1=1.9

Fay=Aa{l:

MM =M+ |

WO 8 Jmgde MM

FUY = FUY + A(JIRDILP([ 8 {J=1)
wi.=1l «Ur/FQY

UiIF=wl~wavEL L)

XPL = DISPL)Y + SLITUL)
FPRLsA{ 1)

DU 10 Jx2+MM
FPLEFPLFA( I RIXPL ¥R { J=~1)
wWPL=1e0O/FPL

DeElwzwPL~wi

PUNCH Y.}

PUNCH 99y SLITCCL)

PUNCH 99y wWh.ewAVEL (1)L ILF
PUNCH 99+ WRLOELW

GO TO |}

FORMAT (J3F1Ued)

FORMAT (14)

tND

sFiWi ) s

Al
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SUBROUT INE LSQUF (XsYsMyiNsA)
DIMENSION X(9)e YISy H(D)e CiS)e ALS)e UiSe5)e VIS)
b Ks2&M+}
DO 1 L=l
L BIL)I=0W0
- LO 1 1zlWN
: 1 oll)=p(lLI+X{(]l)#({L.~})
silsMe]
WO 2 LzleMl
CiLialel
DO 2 IsleN
e CIL)=Cil+Y (] )®x{])wu{t~])
DO 3 i=leMi
DO 3 J=laMl
K]+ i~}
3 UlledI=B(K)
DO 4 I=]eM
li=l+1
DO 4 JU=]11 M1
VE iJ)=ULJe 17U L 0 )
ClU)=ClI)=-VIiu)*L L ])
WO 4 K]l eMl
4 UlJdex )=Vl JsR)=VIJIRUL] K}
AlMI)=CIMLIZ7UIM]L oML
DO 5 IsleM
. KaM-]+]
Q=040
DO 6 J=K M
. 6 URQ+A(J+] IRU(KsJ+])
S AKI=ICIRK)I~WIA VKK )
RETURN
£ND

*
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APPENDIX F
Integrated Lorentzian Profile Computer Programs

(a) Single Component Profile

1%e computer program employed to calculate an integrated Lorentzlan
profile for an isolated spectral line, described by eqs {2-12) and {2-13)
is glven below. Input terms defined In the program are identified as
follows:

HFWIT: total halfwidth, §

WAVEL: wavelength of spectral line, Xo

DELW: increment in wavelength

SLITW: spectrograph entrance slit, A/2
All wavelengths are in angstrom units.

The quantities HFWIT and SLITW are first converted to wavenumber
equivalents, DEFRQ and DOSLIT. The resonance halfwidth of the spectral
line HFBRT, is then calculated in accord with eq (2-13), and converted
to angstrom units as BREAT. The line profile at selected waveliength
increments is then computed. DELAM(1) and DELNU{1) are the wavelength
and wavenumber steps measured from the spectral line center wavelength
WAVEL, at which the intensities RELIN(I) are calculated. These Intensity
values are normalized to the peak value at the line center by division
with the quantity CONST, The negative wavelength portion of the line
profile is first obtained, represented by the variables DELAM(I) and
RELIN{!) In the program output. The positive wavelength portion of the

line profile is then similarly calculated, again designated by the same

variables DELAM(1) and RELIN(I) in the program output.

Fl
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INTEGRATED LURENTZIAN PROF jLt MKa
SINGLE COMPONENT PROFILE
DIMENSION DEL &M (200)s DELNU (2003s RELIN (200)
EQUIVALENCE ~ A&LNUs RELIN)
1 READ 99+ HFW. T
READ 99+ WAVEL
READ 99+ DELWV
READ 99+ SLITW
READ 96+ LTERM
WAVE = WAVEL + UeS¥HFW!T
DEFRG = { leU 7/ WAVE 3} ~ ( 10 7/ WAVEL )
WLENT = WAVEL + SLITw
DSLIT % ( leU / WLENT ) = ( 140 / WAVEL }
HFERT = (DEFRUMOEFRO) - (DSLET*DSLIT
HFBRT = SERTF ( MHFURT )
RECIP = HFBRT + 1.0 / WAVEL
BREAT 2 WAVEL - ( 10 / RECIP)
PUNCH 99+ WAVEL s HFWIT
PUNCH 97
PUNCH 99+ SLITwW. BREAT
PUNCH 97
CONST*2¢U*ATANF (DSL 1 T/HFBRT )
STORE = Ue0
DO 27 I = L+ LTERM
DELAM (1) = STORE=DELWV
STORE = DELAMCI)
DELAM(I) = DELAMII] + wAvEL
DELNU(I) = (1e0/DELAMUL})~{1e0/WAVELL )
IF (DELNU(L) =DSLIT) 22 22+ 24 :
22 RELINCI)=ATANF ( (DELNU(T )+DSLIT) /HFBRT)
X + ATANF ((DSLIT = DELNUCI))/HFBRT)
GO TO 25
24 RELINCI) = ATANF ((DELNULL)I+DSLIT)I/HFBRT)
X  ~ATANF ((DELNUCL) ~DSLIT)/MFBRT)
25 RELINCI) = RLINCI)/ZCONST
DELAM(I) = LELAM(I) = wAVEL
27 PUNCH 98+ DELAM(L)s RELINCI)
PUNCH 97
STORE = 040
0O 40 I=1¢ LTERM
DELAM(1) = STORE + DELWV
STORE = DELAM(I)
DELAM(I) = DELAM (1) + WAVEL
DELNUCI) = (1e0/DELAMCL})=(1e0/WAVEL )
‘DELNUAT) = =DELNUCT)
IF (DELNUCI)=DSLIT) 35,35.47
35 RELINULI)I=ATANF C(DELNU I +USLEIT) /HFORT)
X +ATANF ((DSLIT=DELNUCL ) ) Z7HFBRT)
GO TO 38
A7 RELINCL)=ATANF ( (DELNU L )+DSL L T) ZHFBRT)
X  =ATANF ((DELNU(1)-0SLIT)/HFURT)
38 RELINGI) = RELINCI)ZCOMST
OeLAaM(l) = DELAM(]) —-wAaVvEL
40 PUNCH 982 DELAM{I)e RELINII)
PUNCH 97
GO TO 1
99 FORMAT ( 2F9e3 )
968 FORMAT ( FSe3s E2Ue8 )
97 FORMAT (/)
%6 FORMAT ( IS )
END
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y (db) Multicomponent Profile

A listing of the computer program used in the calculation of a
multicomponent integrated Lorentzian line profile described by eq (2-1
Is given below. The following Input variables are Identified as:

SLIT: spectrograph entrance slit, A/2

DELW: wavelength Increment

WAVE(J): center wavelength of jth line, kj

A{d): resonance halfwidth of jth line, Ajla

B1{J): relative intensity of jth line, J(vj)
All wavelengths are in angstrom units.

The varisbles SLIT, WAVE(J), and A(J) are first converted to wavi
number equivalents as DSLIT, FREQ(J), and BRET(J) respectively. Indlv
dual contributions to the total line profile from each broadened spect:
component are then computed at specified wavelerngth intervals about thi
center wavelength of the principal spectral line WAVE(1). Negative anc
positive wavelength Incréments are called DELAM(1) and DELW (!} respec.
tively., No distinction is made for the corresponding wavenumber steps
DELNU(1). The spectral component intensities RELIN(J) and SOURC(J) ar
added to give the total line intensity SUM(i) and ADD(1) about the cen
wavelength WAVE(1). These results are normalized to the maximum total

intensity value PHIZO. The normalized iine intensities SUM(1) and ADD

at wavelength intervals DELAM(!) and DELW (i) comprise the program out
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INTEGRATED LORENTZIAN PROFILE MK7
MULTICOMPONENT PROFILE
PRINCIPAL COMPUONENT CALLED WAVE(])
ODIMENSION WAVE(S)e Al(S)e B1{S)e FREUIS)s BRETI(SH)e DELAMIBO)
X DELNUIGU)s RELINIS)s SUMIKO0)s DELWVIEU) e SOURCIS)e ADD GO
EQUIVALENCE { RELINs SOURC )
I READ 99+ SLIT
READL 99« DELW
READ 96+ LTERM
READ %96+ N
DO 3 J= 1N
READ 99¢ WAVE(.J)
READ 99. AtJ)
READ 99. BitJ)
3 PUNCH 99 WA%&(J)Q Aldye Bt
PuNCH 98
PUNCH 99« SLIT
PUNCH 95
SLITw = WAVE(]l) - 5LIT
OSLIT = ( JeU/SLITW )} ~ (JeUrwAvVELL) )
DO & J=ls N
FREG(J) = 1«U/WAVE(J)
6 BRET(J) = 1s0/(WAVE(J) ~ AlJ)Y } = FREQ(JL)
STORE = DELW
SUMA = Ue0
LL = LTERM + |
DO 20 1 = 1+ Li
DELAaMi ) = STORE - DELW
STORE = DeLAM( L)
VELAMUL ) = DeELAMI]) + WwWAVEL])
DO I8 Js le N
DELNUILL) = (1+0/DELAMI])Y) ) ~ FREQ(J)
IFC DELNU(]) = DSLIT ) lie 11 12
11 RELINGJY) = ATANF(I(DELNUCT)Y + DSLIT)Z BRETIY)Y ) +
X ATANF({ (DSLIT -~ DELNULL) Y/ OBRET(J) )
GO TO 13
12 RELINUJY = ATANF( (DELNUC]) + OSLIT)/ BRETCY) ) -
x ATANF( (DELNULTL)Y ~ DSLIT) 7/ BRET(J) )
13 RELINIJV) = BRET(J)® pBll{J)%* RELIN(Y) .
BLANK = 060
SUM(]) = SUMA ¢ ReLIN(J)
18 SUMA = SUM(I)
U SUMA = 060
STORE = QU
SuMB = 060
D0 35 I= 1s LTERM
DELwWVI(]) = STORE + DELW
STORE = DELWwWVI(I])
DELWV(]I) = DELWV(l) 4+ WAVE(])
DO 34 U=l N
DELNUC]) = (1e0/0ELMVIL) ) = FREG(V)
IFC DELNULE) = DSLIT » 27+« 279 26
27 SOURCI(J) = ATANF( (LELNU(LIY + DSLITY/ BRETIJ)Y ) +
X ATANF ( (DSLLIT = LELNUCL) )7 BRET(J) )

GO TO &9
28 SOURC(J) = ATANF( (DELNUCE) + DSLIT)/ BRET(J) ) -
X ATANF ( (DELNU(]) = DSLITI/ BRET(W) )

29 SOURCI(J) = BRET(J)® gl(Ju)® SOURCLY)
ADDC(]) = SUMB + S0URC(J)

34 SuMB = ADDI(1])

3 MB =
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43

45

a6

a7

49

S1

99
96
95

PUNCH 95

AMAX = SUMtL )

BiIGD = DeLAMI L)

DO 39 1=2. LL

IF( AMAX ~ SUMIL) ) 38439239
AMAX = SUML])

BIGD = DELAM(L)

CONTINUE

BMAX = ADD(1)

BlGL = D:Lwv(l)

DO 43 | = 24 LTERM

IF ( BMAX = ADD(I) 142443443
BMAX = ADD(Y])

Blel. = DelLwvil)

CONT INUE

IF{ AMAX ~ UBMAX ) 45:46+46
PM1Z0O = BMAX

WVZO = BiGL ~ WAVE(}])

GO TO a7

PH1Z0O a3 AMAX

wWvzZC = BIGD - WAVE(])

PUNCH 99+ BLANK s BLANK: WVZ0s PHIZO
PUNCH 95

D0 49 | =f.lL

SUM(l) = SUML)) / PHIZO
DELAMC]) = DELAM(L) -~ WAVE (L)
PUNCH 99, SLANK: OLANK: DELAM{])s SUM(L)
PUNCH 95

DO 51 | =l.s LTERM

ADD(]1; = ADD(]1)/7PHIZO
DELWV(]) = DELWVII) ~ wAVvE(]l)
PUNCH 99¢ BLANKe BLANK. DELWVII)e ADDC(I)
PUNCH 95

GO TO 1

FORMAT ( 3F9e3es E20e8 )
FORMAT ( 15}

FORMAT (/)

END
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APPENDIX G
Spectral Line Shift Calculations

{a) Holtsmark's theory

The computer program used to calculate the linear Stark shift due
to a given plasms ion density Is tisted beliow. The following quantities
used In the program are related to terms (n egs (2-23), (2-28), and
(2-29) as:

DION lon density, Nt

CLIN linear Stark coefficient, C‘

WAVE spectral lline wavelength, Ao

FZERQO average intermoiecular fleld, Fo

g
4

DELTA  Stark component shift, (Av), 4
18

- DION is In units of 10 cm”, CLIN in cm"lesu*, and JWAVE in angstrom

units. The program output FZERD Is In kv/cm and DELT® I3 gliven In
angstrom units, ' |

Vaiues of the net line shift 6’ , for the Cul 3531 line computed
fe; s range of lon densities are shown in Table G-1. The Iqtermolecular
ftald strength F° , and the individual! p- and n- component shifts are
aiso incliuded. The variation of the Cul 4531 net line shift with ion
density for a linear Stark effect is Illustrated in Fig. 27,

The computer program usad to cslculate the quadratic Stark shift
from Hoitsmark'’s theory is given below, The quantity CQUAD Is the quad-

ratic Stark coefflicient appearing as K, ineq (2-34). A1) other terms

*
The electrostatic unit of field strength (esu) is statvolit/em.
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are defined as In the above linear Stark shift calculation, CQUAD is in
units of cm“/(esu)a. Evaluations of the net line shift For the Cul L4531
tine are given in Table G-11. The variation of the net shift with fon

density for a quadratic Stark effect is also illustrated in Fig. 27.

(b) Folded distribution

Spectral line shifts resulting from the combined effect of nearby
plasma fons and electrons are obtained from an evaluation of the folded
distribution, eq (2-30), where the electron-broadened line profile is
given by eq (2-31). Briefly what is done is to determine the electron-
fon broadened line profile for a given charged particle density. The
wavelength position st which the resultant profile has a maximum value
ylelds the spectral line shift corresponding to the given charged particle
density,

in terms of the dimensionless ratioc B , the electron-lon profile
for & Stark component of a spectral transition that exhibits a linear

Stark effect is given by

J(v) = const x [ w(p) dg 5 ‘ (6-1)
\C (w - CJFOB) + YJ
where
g = F/Fo
W sV -

°
W(pB) Is the Hoitsmark distribution function, v, the nominal wavenumber
of the spectra! line, CJ a linear Stark coefficient, Fo the average
intermolecular field given by eq (2-23), and \j the halfwidth of the

electron-broadened component profile.
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Let W(P) be represented by & linear function of B iIn the

interval q( £ B 5K+1 , l.e.
W{g) = 8, + b8 (G-2)

The values of the coefficients a bK are calculated for each Interval

In the following simple manner. At the point & one has

WiB) = a, + bf

and similarly, at the point Bs

W(Be, ) = a + b AL,

where w(aK), H(q(”) are the values of the Holtsmark distribution func-
tion at ﬁ(, q(_” respectively. Solving these for the coefficients

8y, bK one has:

Beor ¥R - B WA, «
K" Beet = R (s-3)

W8, ) - W(g)
b = (6-4)
K Ber K

Values for B and w(ak) are obtained from a numerical tabulation of

the Holtsmark distribution function, {Greenstein, 1360).
With this linear approximation for W{B) , eq (G-1) can be written

as

+1 (aK + bKB)dﬁ
J(v) ~ £ —=5 5 (6-5)
K (w - choa) + y}

where the summation is oerformed for all tabulated values of B . The
constant in eq (G-!) has been set to unity since the resultant profile

is to be normalized to its maximum value.
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1
r«.s R R =

Defins the quantities KK R LK as

f\m

, dp__

Kg = ay R

| %‘ (w - CjFoa) -WJ
Bcat

LK - bK 8 dp

2 2
& (w - chob) * Yj

Thus

J(v) = if (KK + LK)

Upon integration, one has

'K -1 X Q(-H
Kg = {c Fy, con V_}
Jo'j J
&
b b, w Q(-H
L = { K 5 (X% + Yja) + -—-'-‘-—-?—V—- tan”" -:—
2(¢,F,) (€)Y, Y
where
X = C‘!FOB -m
Thus
Vj (CJFO)E(KK - LK) =
{(cKCJFO + wa)tan°| %
b ¥y 3k+|
K 2 2
+ _é_l n(X® + Yj )}q(

(6-6)

(6-7)

The resultant spectral line profile is found from eqs (G-6) and (G-7).

s




Numerical evaluations of these equations leading to the determina-~

tion of the line shift for a given electron-lon density were performed

with the computer program |isted below.

to terms In the above equations as follows.

8(1) dimens ionless field strength, B

wit) Hoitsmark distribution function, w(ﬁk)

DION lon density, N

CLIN tinear Stark coefficient, C

J

*
GAMMA  electron~-broadened halfwidth, Y}

WAVE spectral lines wavelength, ko

DELAM wavelength increment

The input quantities are related

The profile calculations were initiated at an arbitrary wavelength D ,

from the nominal spectral 1ine center, ho . DION is in units of 10

18

CLIN in cm“/esu, GAMMA in cm", and WAVE In angstrom units.

3

em 7,

The average intermolecular electric field FZERO, is determined in

accord with eq (2-23) and appears as an output In urits of kv/em. The

variable DEL(J) represents the wavelength with respect to the nominal

line center, A

- A
(]

is the related wavenumber difference, @w . At a particular wavelength

DEL(J), the coefficients in the linear approximation equation for the

, at which the profile is to be calcutsted. DNU(J)

Holtsmark distribution function are computed in accord with eqs (G-3) and

(G-4) . ay 's represented in the program by the term A , and bK by

the term BB,

*Estimates for vy

J

are discussed below in part (c) of this appendix.

Tt s 15 et .

e

B N T




Values of the quantities Ke + L given by eq (G~7) are then
obtained., The program first calculates the sum of the individual con~
tributions to the quantlty Ke + Ly ot the upper limit, Beat - XPLUS
represents the value of the variable X at the upper limit of each Indi-
vidual integration, ﬁk+‘ . The resulting value of this surmation Is
ADD{J). Similarly the sum of the individual contributions to Ke + Ly
at the lower Timit q‘ is obtained next. XMINS is the value of the
variable X at the lower !imit of each Integration, B - The value of
this summstion Is called SUM(J). The quantity ADD{J) = ADD(J) - SUM(J)
then determines J(v) in accord with eq (G-6) at the wavelength DEL{J]}.
This procedure is repeated at eech wavelength step to describe the line
profile ADD(J) at the wavelength DEL{J) for sech Stark component.

The remainder of the program is directed towards the determination
of the wavelength at which the line profile has a peak value, The quan-
tities ADD(J) are first normalized to their maximum value BMAX, and pre-
sented as output along with the associated wavelengths DEL(J). In order
to improve the determination of the peak value of the line profile a
second~order least squares fit in the vicinity of the above -calculated
maximum value of the computed profile |s then made. Two points on either
side of this computed maeximum are used in the fitting calculation. The
subroutine POLYFT, previously listed in Appendix C is used to obtain the
least squares fit. The wavelength at which the fltted profile is a maxi-
mum is called XMAX. It represents the shift In a Stark split component
of a spectrai line undar the combined Influence of electrons and lons In

the vicinity of an emitting atom,

Values of the net line shift 6‘ , for the Cul 4531 line obtained




67

from thefolded distributicn calculation for several values of lon dens-
ity are shown In Table G-i1!. Shifts of the individual p~ and n~ compo-
nents are also included. The variation of the Cul 4531 net wavelength
shift with ion density for a linear Stark effect is illustrated in Fig.

27.

(c) Electron-broadened halfwidth calculations

Kolb {1956) has derived the following expression for the election~
broadened 1ine halfwidth y} , for a spectral line that exhibits a |inear
Stark effect.

16N, s
Yy = (eCJ) (2.36 - 2an 51) (G-8)

v

where Ne is the electron density, CJ is a linear Stark coefficient,
e the electronic charge and

V= (3kT/m)'/2
6] = QeCprv
o = (kT/Bre™N ) 1/2

m represents the mass of an electron and T the temperaturs,
For the p- and n- Stark components of the Cul 4531 line one has

numerically
1/2
Yp = 1.424(1 - 0.847 gne In /(T)

where

L 1/2
bp - 72.7(ne) /T

and

y = 0.801(1 - 0.847 znan)ne/(T)'/2

n
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where

172
6, = Sh.ﬂ(na) /T

8

n Is the electron density in units of 10‘

-3
e cm 7, and yp,yn are the

component halfwidths In wavenumber units, —

A program for computing these electron-broadened line halfwidths
for a given electron density and temperature is given below. The program
input quantities DION and T represent the electron density value Ne
and temperature T respectiveiy, The halfwidth value Yp is called
GAMMA, and Y, is called GAMMB. Table G-IV shows the calculated y-values
for several choices of electron density and temperature.

These values for YJ were employed to carry out the folded dis-
tribution line shift calculations., Specifically the electron-broadened
halfwidth at a temperature of 5000°K for a given charged particle density
was used. To ascertain that the calculated line shifts were relatively
insensitive to the value of temperature chosen over 8 reasonable tempera-
ture range, comparative shifts were calculated for a fixed particle dens-

ity and different temperatures. The numerical results given in Table G-V

show that for the temperature values considered the varlations in line

shift are Insignificant.




Table G-1

Cul 4531 Linear Stark Shift (Holtsmark Theory)

fon F Component Shift §

Density ¢ p n s

(cm'B) {kv/cm) {a) (A) (A) B
16 :

5.0 10 51 0.07 0.95 0.06

1.0 10"/ 81 0.11 0.08 0.10

5.0 10"/ 227 0.32 0.24 0.28

1.0 10'8 376 0.51 0.38 0.45

5.0 10'8 1100 1.50 V.12 1.31

1.0 10'° 1745 2.38 1.78 2.08

5.0 10'9 5103 6.96 5.22 6.09




Table G~-1t

Cutl 4531 Quadratic Stark Shift (Holtsmark Theory)

lon F Component Shift J
Density o P n s
(em™3) (kv/cm) (A) (a) (A)
1.0 107 81 0

. . .30 0.23 0.27
5.0 10'7 227 2.6 1.96 2.28
1.0 10'8 376 6.57 4.93 5.75

5.0 10'8 1100 56.17 42.13 49.15




Table G-111

Cul 4531 Linear Stark Shift (Folded Distribution)

fon Component Shift és H
Density p n F
(em™3) (A) (A) (A)
18
1.0 10 0.58 6. b4 0.51
5.0 10'8 .64 1.23 .44 |
1.0 10"? 2.61 1.95 2,28
:

%
3

3




Table G~-1V

Electron-Halfwidth Values for Cul U531 Stark Components

Electron Temperature Halfwidth
Density Yp Yn
(em™3) (°K) (em ) (en™ )
'8
1.0 10 1000 0.145 0.088
5000 0.092 0.055
10000 0.07h 0.043
18
5.010 1000 0.572 0.353
5000 0.393 0.235
10000 0.320 0.190
19
1.0 10 1000 1.011 0.632
5000 0.727 0.437

10000 0.597 0.356




Table G-V

Veriation of Line Shift with Tempereture*

Temperature Line Shift
T(°K) 6. (A)
1000 1 Lb7
5000 1.439

10000 1.436
18

em™3 was assumed.

* An electron density of 5x10
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LA

ARG L AEARE (et S e T

C LiNE SHIFT CALLUuLaTION M3
P HOL TLHMARS THE ORY
C LINBAR LTAKRK EFFELT

i KEAD 98 DIun

99
kel
Y6

READ 96+ CLIN

READ YH.s wAvVE

PUNCH 9B DIUN

PUNCH Y98s wAVL

PUNCH 96+ CLIN

PUNCH 99

WAVE = WAVLE*] 2UE~08
FLERQ = 741333 + UWB667RLOGFDION)
FLERD 2 UeI#XPFIFZERD)
PUNCH 96+ FZERO

DELTA = J+S*¥CLINYFZERQ
PDELTA =2 ~DELTASWAVE®WAVE
PELTA = DELTA®] 4UL+UH
PUNCH 98+ LDELTA

PUNCH 99

GO TO |

FORMAT (/)

FORMAT ( Fllea }

FORMAT ( ElbeB )

END




C LINE SMHIFT CALLULATION Mrg
o HULTOMARK Trk oMYy
C QUAURATIC STaRK ebtelT
1 REALD P98y LQION
RE U 96« LUUKU
READ 8. wAVE
PUNCH S8y DIUON
PUNCH 98+ wAavek
PUNCH 96+ CUUAD
PUNCH 99
WAVE = WAVE#] UE~-08
FLERO=Te 1333 + ULaGOHOTHLUGF (DIOUN)
FLERD = U XPFIFLEROY
PUNCH 96 FZERD
LELTAE Z+20%F Lo RO ZERQ
DELTA = CQUALRLELTA
CELTA = - UELTha¥wavE¥wavVp
LDELTA = DLLTa%]U+08
PUNCH Y98 DELTA
PUNCH 99
GO TO 1
99 FORMAT (/)
98 FORMAT t Fllea
96 FORMAT ( E15+8 )
END




v FObuel 1Tt on
S POLYFT SumkhQuTine vobth
P iME RS IO {Sulewliou s UNUIES s DELIED T+ ALUTLHO ) » MY
DiMeNSIOM RKlGue YLaUle CULFEF (D)
COMMON Xs Y2 CULFF
Riai) Y ZhERD s Lo
Lo b o I=lenN
1 READ 98, lliewi]}
& ReAab 98. DION
READ Y6s CLIN
READ Y6 GAMMA
READ 984+ WAVE sDELAMILTERM
READ 984+ D
PUNCH Y8¢ DION
PUNCH 98, wAVL
PUNCH 96+ CLINs GAMMA
PUNCH 99
FabRO57el3334V b7 OLFDION)
FALRQ %= Ued*EXPF (F LEiRQ) .
PUNCH 96+ FZERQ -
PUNCH 99 ’
WAVE swWAVE*] «CL-0B
DELAMZDELAMN ] 4UE~08
D = D#]VE~08
GE=2GAMMARGAMMA
DO 3 uslsLTERM
D=D+DELAM
DELIV)ISU®* | sUE4UE
WAVEK = WAV + U
DNULJU)IE]l e U/WAVEK=L 2O/ WAVE
ADDLI)I=0a0
3 SUMLJ) = Vel
DO 11 U = 1l LTERM
NN = N~
PO 4 K = 1+ NN
Az B+ I ¥W(r )~ WIKS 1) Rg(K))/LBIK+E )= (K) )
oz {wik+])-wiK) ) /(DiK+]1)-3(K))
XPLUS = CLINRFLERO®B(K+1)~DNULJ)
AMPR zLOGF { XPLULE*XPLUS+CAMMAXGAMMA )
AMPR =0 SREBORGAMMA ¥ AMP P
WTYRP=XPLUS/GAMMA
IFILQTYP) 5¢ 6+ &
5 UTYPz=ATANF {=UTYPR)
GG TO 7
6 UTYP=ATANF (UTYPR)
T QTYP = QTYPR{ARCLIN®FZERO 4+ bd#DNULGJ))
ADRDCJUIzZzADDLV)Y+AMPRP+UT YP
XMINS =2 CLIN®FALERO¥B(K)-DNULJ)
AMPMzLOGF { XMINS #XMINS+GAMMA®GAMMA )Y
AMPM =0 ¢ SRR GAMMA X AMPM
QTYM=XMINS/ G MMA
IF(QTYM) B P 9
B ulTYM==ATANF (~UTYM)
GO TO 10U
9 WTYM=ATANF (LTYM)
1O GTYM = QTYMR(ARCLINRFLZERO + BDORDNU(J) )
4 SUMIJ) 3= SUMIIU)+AMPYM+UTYM -
11 ADD(I=ADL VI ~SUMLJ) %
SMAX=ADLD( ) ’

wMAX=DEL (1)
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12

3u

LMAX = |

DO 12 J=2:LTeNRM

IF LADD(J)Y~oMaX) 12e31+31
BMAX=ADD U

WMAXsDEL(J)

LMax s o

CONT I NUL

PUNCH 99 WMAX yMAX
HBMAX =] ¢ U/IMAX

PO 32 J = 1l LTERM
AQDIJIsADD(J) #gMax

PUNCH 98y DELIJYsaDLIJ)
PUNCH 99

PO 30 K = 1l o

LMIte 5 (MAX - 3 + x

¥ik} ML MING

Xik) = DeEiLtlLMIN

CALL PULYFT { Xeo Ys 24 S CURFF
XMAX = ~UeHULOEFF(2)/7C0EFF(3)
PUNCH 95s XMaX

PUNCH 99

GO TO &

FORMAT (7))

FORMAT (FlledeFilenels)
FORMAT (cbtlbetd)

FORMAT ( Fllesdsy Lloed )
END

i

}




C ELECTRON BROADENING HMALFIIDIH ESTIMATES
1 READ 99+ UDION
READ 9%+ T
A x 3QRTFIDION)
Bz | 40/5QRTF(T)
DELA = T72.7%4
DELA = DELAST
GAMMA=] ¢424% (] s 0=0e B4 78 OGF{DELAY Y}
GAMMA= { GAMMAR D [ ON)# B
DELE = 54.,0%A
PeLb=0ELo/T
GAMMEB = QOeBULIR{ ] e U-Ue8BA4THLOGFIDELB))
GAMME = { GAMMURUL | ON) %3
PUNCH 99 LIUONs Te LAMMAYs LAaMMD
GO TO I s
99 FORMAT ({ 2Fllede 2158 )
END
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APPENDIX H

Densitometer Siit Broadening Effects

The operation of the Balrd-Atomic densitometer Is schematically
Indicated In Flig, H-t‘* A light beam from a source lamp s choppad by
means of a rotating shield. The chopped beam is first transmitted
thraugh the film under study, and alternately through a mechanically
driven aperture, i.e. the reference beam psth, After passage through the
film the resultant beam is focused on the scanning slit and photomulti~
plier for comparison with the reference beam. Differences in light
intensity actuate a servo amplifier and motor which in turn drives the
adjustable aperture in the reference beam path, The servo system is at &
null balance when both beam intensities are equal.

Let J, be the source lamp intensity and Jé ‘the Tight intensity

1]
of the reference beam after passage through the adjustable aperture.

Thus

4= 3y 1070 (H-1)

where D |Is the density value determined by the opening of.the adjust-
able aperture. If D(x,y) represents the density corresponding to a
given position x,y , on the film, then the intensity of the chopped beam

after passage through the film is given by

/2 wi2
| ~D
S - Lr Jo 10 (0Y) gy dy (H-2)
-L/2 -w/2

where W,L represent the scanning slit width and length respectively,

*
A full description of this instrument is given by R,0. Carpenter and
J.U, White, Analytical Chemistry 25, 1473 (Oct 1953).

i
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projected onto the fiim plane. The y-direction corresponds to the

direction of increasing time on the film record, and the x-direction Is %
related to a wavenumber scale from a dispersion relation., Neglecting

temporal variations on the film record over the iength of the slit L

one has

w/2 )
-t ~D(x i,
J wj o 10 dx (H=3)
-w/2

The system is at null balance when

- 1
J J0

or from eqs (H-1) and (H-3)

w/2

1 -D{x) - 10"
v 10 dx 10

-w/2

° (H-t)
Conversion from linear distance on film x , to optical wavenumber v
from a dispersion relation results in

v/2

2

v o2

10700 4y o 1070 (H-5)

where . v |Is the wavenumber equivalent of the geometrical slit width W .
Expanding D(v) about the center frequency Ve in the interval from

-v/2 to v/2 , and keeping second order terms one has
db 1 [d%D) 2
D(V) ns D(Vc) + {R} vV+3 {—_é} v
Ve dv Ve

where v |s measured from Ve - Thus

2

10700 , 1070(Vc) gV 5BV
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db
where o= (35
v
c
2
B - J-SL%?
dv
v
<
For small

o and B the above expression betomes

IO-D(\’) - !O-D(Vc) {‘ - oy + 12&2\,2 - _é ﬁ"e}
to second order terms in v . Thus from eq (H-5)

1 O’C (VC)

N/2 5
____:__.. f {j - &y ‘L%—@- vz} dy s IO‘D
v -
-y/2

Performing the integration there finally results

2
D(v_) - D aslog { 1+ (“—-i;‘,-é)zﬁ} (H-6)
Thus the optical density as measured by the densitometer deviates from

the true film density (at the center of the scanning slit) by the amount
indicated on the right hand side of eq (H-6).

1f & is the film exposure associsted with the density D(vc) and
L )

o that associated with D then

: 2 17y
8~ {1 + (ﬁ—%-@);a}

(k-7)
where Y is the slope of the photometric calibration curve. Expanding
the bracketed expression one has finally

2 -2
(& - lm)/!m s (o - B)V-/12y (4-8)

The constants o , B are evaluated as follows.

From their defini-

tion




a= @ =vdd
v v

C < -

and similarly

2p = 5’-2-%)

dv
v
<

2 2
d“¢ 1.d¢
~ v {5 - @)
c

where & Is given by eq (2-11) In the text. After some manipulation
one finally arrives at

_ t. 2 ¢
o’ - gt/ {D - (H-9)
where

c, = tan”! x - tan”! 2

1 1
C, = -
2 e 1+ 22

1+ X

c o2 X
3 (1+292 (14332

(vc-vo + A)/A/2

X

Z = (vc-v°~d0/k/2

and y = 1.0 has been assumed.
A listing of the Fortran progrem used to numerically evaluate
errors that resuit from the use of a finite width scanning slit is given

bslow. Several importent quantities named in the program are related to

variables in the sbove equations in the following manner




HS

WAVEK Wavelength of spectral line, ko
BREAT Resonance halfwidth, A/2

SLIT Spectrograph entrance slit, A/2
ERROR  Densitometer slit width, X = 1/
DWAVE Increment in wavelength

These input quantities are all in angstrom units

The output of the program consists of:
DEL wavelength difference, A Ay
ERR relative axposure error, (§ - im)lim
A sample calculation of the error due to a finite width densitom-
eter siit has been made for a Cul 4651 profile of narrow width. At a
time of 7.7 usec the resonance halfwidth A , for this iine is 3.10A;
the spectrograph entrance slit is 5.50A at this wave!éngth. The pro-
jected width of the scanning slit onto the film plane is about 0.013 mm
and corresponds to a wavelength range of approximately 0.5A for the nomi-

nal 4OA/mm dispersion at this wavelength., The calculations indicate that

the maximum rzlative exposure error FRR is less than 0.5 percent through-

out the line profile.
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(N

NG U b

99
98

DENSITOMETER S5LIYT CORRECTION MKZ2
READ 99¢ WAVERKsUREAT + HBL I T+ERROR JLWAVE o N
PUNCH 99 WAVER sUREAT o ST T+ RROR
RATIO 2 ERRORZOBRLAT

PUNCHIF «RAT IO

WAVE s WAVEK +LREAT

HFwWiTall sU/WAVER )= ] s U/WAVLE)
WAVESWAVER+DLLIT
SLITs(lsU/WAVEKR )~ (] s U/ WAVE )

=1}

BRAAEQ « U

DEL sDWAVE ®aih

WAVE =wWAVEK+DEL

Yol qUsrWAVEKJ={]elU/WAVL }
X2(y+ 5L 1Ty /4FWiT

22lY-5L 1Ty /HFW]IT

IF{Z2)3s3ea

Lis =2

CIlmsATANF (X +nTaNF (L)

GO TO &

Cl=ATANF I X)=aTANF (2}
Ces{laUl/ (1 eU+XAX ) ~ (LeU/(]1e0+2%2 )
CA=2( 2701 aUbe ) IR {20/ (aU+INLY))
CaA=C3~{X /L1 aU+XRX I )R L o/ (] aU+XEX})
BETA = (C2#C2/7(C1#CL1y ~ C3r/C10
BETA=BETAAIUREAT#BREAT)

ERRz2 QeUBAZWLLETANERRRORHERKOR
PUNCHYBs DELY bR

IF{]l=-ri}8s 1ol

Isl+}

AAA=ZQART] 4 U

LU 10O &£

FORMAT ( 9F%eds 19 )

FORMAT ( F9e3s 2E2Ue8 )

END




APPENDIX |

Spectral Line Self-Absorption Calculations

Numerical estimates of the effects of self-absorption on the
observed spectral linss are derived from a one-dimensional absorption
model. Distortions of the line profile upon passage through a thin
plane-parallel absorbing region are given by eqs (2-36), (2-38), and

(2-39). The optical depth of a thin slab Tj(v) is, in cgs units

- frj' NaY
Tj(\)) = =8 448 10 fabs,r m dr {(t-1)
i=-1

where Na , the number density of absorbing atoms and Y , the colli-
sion damping constant depend upon the radial position. The number
density of absorbing atoms, i.e., of excited atoms in the lower energy
level of the affected spectral transition, is related to the total

number density of neutral atoms as

N /N < (g/u) exp (-E/KT) (i-2)

assuming local themodynamic equilibrium in each element of the slab.
g is the statistical weight of the lower energy level, U the
partition function for the neutral atom, E the energy of the lower
ievel, and T the local temperature in the slab,

The neutral atom density and temperature distributions deter-
mined from the fluid-dynamic model of a jet collision are used in

the calculations (Lukasik et al, 1964)j. If N_ represents the




12

neutral atom density and Tc the temperature at the impact center,
re the position of tha front of the expanding collision-produced
material sheet, and r & radial position in the sheet, then near the

expanding front one has
L3
N/N_ = 26,0 (1 - r/r)) (1-3)

The temperature ratio Tch was expressed as a fourth-order poly-
nomial in r.hqF {see program listing). Nc and re are given as

functions of the time after initial impact as

N (em™) = 35.0 10°%¢2 (1-1
re (em) = 1.72 ¢ (1-5)
for t in usec . Tc ‘was trested as a parameter in the calculations.

Combining the above equations one finally arrives at

.
T = - f Vas(r - et ar (1-6)
rj0'
where

@ = 9.095 1022 g exp (-E/kT) /ut?

-3 ‘ s .3
B = 8.448 10 fabs Y/&\-vj) + y'}

Treating @ and B as constants over the range of integration for

each absorbing slab by considering a small slab thickness one has

r
T - @B5 rt) (rper)® , " (1-7)
r
j=1




With the substitutions

f o
r., = r_ 4+ X
j o +
r.
-1 = r_ +x
4 ° -

where o is the position for which the neutral atom density is

given as “o , then

T ) m - @85y {6 x)% -6k (1-8)

The alteration of the shape of a spectral line with an incident
intensity profile Jj-!(v) upon passage through the slab is obtained
from eqs {2-36) and (1-8). Hence, the change In a given intensity
profile JO(V). after passage through a number of plane-psrallel ab-
sorbing slabs Is obtained by repeated spplication of the combined
eqs. (2-36) and (1-8).

The computer program used to numerically evaluate the profile
of a self-absorbed spectral line is givan below. Several fnput terms

defined in the program are related to quantities in the above equations

as
D neutral atom density, No
TIME time after collision, t
G statistical weight, g
Vv partition function, U
E energy of lower level, E
TC temperature at impact center, Tc
WAVE wavelength, Ao
F oscillator strength, f_

ass

13




A collision damping cunstant, Y
CONST absorption slab thickness, ST
D is in units of 10'8 ™, TiME in usec, E in ev, TC in °K, WAVE

and A are in angstrom units,

The calculations proceed in the following manner. The initial
position R at which the neutral atom density is U is first cal-
culated in accord with eq. (1-3). The intensity profile of the radia-
tion Incident on the first absorbing stab RELIN{J)} is then determined
at fixed wavenumber increments DNU(J). This profile has a Lorentzian
shape with a halfwidth determined by the neutral atom density. DD(J)

Is the wavelength equivalent of DNU(J). The radial positions of the
faces of the absorbing slab are called X , and XM , and are equivalent
to x_ and X in the above equations. The average colliision damp-
ing constant Al and temperature TEMP in the absorbing slab are then
calculated. The quantities ALPHA and B(J) which are the equivalent

of @ and B in the above equations are obtained and the opacity of
the siab BRIT(J) at the wavelength increment 0D(J) is then calculated
as in eq. (1-7). The intensity profile after passage through the

first slab is found and relabled BRIT(J). This profile becomes the
incident profile for the next slab, RELIN(J). The radial positions

X, XM of the next adjacent absorbing slab are then obtained and simi-
lar calculations leading to the intensity profile after passage through
the second slab are done, These calculations are further repeated

until the position of the front of the expanding collision-produced

sheet is reached.

,-s.r-'g b "’ir;n:%.‘?mwﬂt’ A

L R L N

o




The program output consists of the initial intensity profiie
before absorption, the total opacity OPAC of the absorbing regions as
glven by eq. (2-36), and the Intensity profile of the emerging radia-~

tion. This latter profile is also normslized to its peak computed

value to facilitate comparison with profiles of observed spectral tines.

A number of self-gbsorbed spectral profiles for the Cul 465!}
and 5153 transitions have been computed the results of which are shown
in the following figures. Vealues of the neutral atom density used in
the calculstions were obtained from the messured density varistions
il1lustrated in Fig. 26. Estimates of the initis) collision damping
haifwidth were obtalned from these density values and known osciliator
strengths be means of eq. (2-21a). The temperature of the material
at the entrance face of the absorbing layers was tr;ated as & parameter

in the computations and Is indicated in the figures.
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SPECTHAL LINE ABLSORPTIUN MK4
Sw | ON TU PUNCH INTERMEDIATE PROUF ILES
DATA FROM COLLISION MODEL USED
D IN E+l8s TIME IN WUGECe LEL IN CM
DIMENSION DNULGU Y sREL INTGW I+ 14U sBRITLAL) sL{4U s AMP L GO
1 RLAD 999 L
Rt Al 99 TIiMe
READ 990 Gelek . N
READ 99+ T
READ P94 WAVESF ¢A
RieEAD 98¢ DELAMLTERM
READ 99« CONST
PUNCH 99 DTIMEST
PUNCH 9%¢ WAVE«F 1A
PUNCH 99 CONST o G Us E
PUNCH 9%
TT=TIME#T Mt
TTR=1 «U/TT
UIST=DRTTH] e USSbb—-Un
CluT=S50RTFIDRIST)
Rl dU=SURTFIDLIST)
RE=]14720U%T1IME
RER*IF
DEL =0f ~R
RE=1 JU/RF
WAVE =wAvVE#] s UL~ UB
AZA%R] o UE=UB
AZWAVE+A
A { (]l s/ WAVEI=( 1 eU/7A) )IR30UL+10
RAZA¥A
BETAzA/(UDELIRF ) #44
wE=PELAM
OO 2 JzlelTikM
LD=ER+LELAM
WAVEK =D®] U =UB+WAVE
DNULJ)I= ({1l sU/WAVE ) =( ] «U/WAVEK ) I #3UL+1U
RELIN(JIZAAZ(DNUIIYRDNU LU +AA)
AMP (J)=sRELINGJ)
DO (JY=D
PUNCH 97« DLGJ) ekELINI(V])
X=Uel
XM=CONSTHDE L :
6 l=zu ;
Z1zoeTAR(leUu=(ReX)#RF ) R4 :
LAAl=BETAR(Leu—(R+XM) RRF )x¥*g ;
AlzUsDR{(ZLl+Anl)
PUNCH 96 ZleAAal
Pz ({R+X)*RF
R2-DO%p
Qz(R4+XM) *RF
W2=Q*Q
TizTH(3e772c0UD~3e07Y43TRP=T7eUOLLBB0RPL+]0:06610RP2#P=3,092H34%p2%
X P2)
T2=2TR(L3e77260D=3e679437%U~T e VLHEHORULHI U VOO L0ORUESRG=40Y2HIGHLZY
X we)
TEMP=ULeO®* (Tl+Tc)
EX={t*]lelOUDOEE+UG I/ TEMP
PUNCH 96 TleTeosTeMPibX
RPUNCH 95
IF (EX~23040) 2042023
20 ALPHA= (96095t +22 ) ¥R XPF (=5 X))
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«é b i,

R T

z23
24

31
39

S

99
98
97
96
95

ALPHAZAILPHARTTR/U
GTYEU s AL PHARKF X4 4

i sU UUBGRLRFRAL®LTY
DO 3 Js=l+LTERM ’
BilJizoil AIUNU{JIHRONUGJ)+ALRAL)
DELAsS (DRI -X) #4s
DElLB= (Dl —-XM) #as

D0 o J=lel TekMm
BRIT(D =Bty M Lel-DELA)
BRITUJIsRELIN(JV)*eXPF{oRIT(J))
RELINMGJIZBRIT(J)

IF (1) G4s44%

1=}

POSER+¥X

POSN=PRPOLS#RF

PUNCKH 9% PULRPOLIN

IF (SENSE SwWITLH 1) 945
PUNCH Q97 LUy eURITOD)
CONTINUE

X=XM

XMz XM+LONSTHDe i

IF (XM=DEil) 6416423

DO 26 JuszslLTeERM

PUNCH 97« DLIVYsoRITLY)
PUNCH 99

DO 8 J=l«_TEWM

AMP (U= [T{J)/AMR{L)
VRACz-LUGF L uMP L U) )
PUNCH 97« QLU «UPKC
PUNCH 99

BMX = wRiIT(1)

DO 3Uu U = g+ LTERM

IF ( BRIT(J)Y) = UMX ) 3Us 31e 31
BMX = ORIT(w)

CONT INUE

PU 32 ¥ = ls LTERM
BRIT(J) = wRIT{J)/bMX
PUNCH 97 Lid(d)e aRIT(J)
PUNIH Y5

@O T |

FORMAT (4F lUed)

FORMAT (FlUe3sibn)

FORMAT (FlUealeUely)
FORMAT (4 2VeB)

FORMAT (/)

END
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